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Why the United States Needs a National 
Artificial Intelligence Strategy and What  
It Should Look Like 
 
By Joshua New  |  December 4, 2018 

The United States is the global leader in developing and using 
artificial intelligence (AI), but it may not be for long. 
Succeeding in AI requires more than just having leading 
companies make investments. It requires a healthy ecoystem 
of AI companies, robust AI inputs—including skills, research, 
and data—and organizations that are motivated and free to 
use AI. And that requires the federal government to support 
the development and adoption of AI. Many other countries, 
including China, France, and the United Kingdom, are 
developing significant initiatives to gain global market share 
in AI. While the U.S. government has taken some steps, it 
lacks a comprehensive strategy to proactively spur the 
development and adoption of AI. This report explains why a 
national AI strategy is necessary to bolster U.S. 
competitiveness, strengthen national security, and maximize 
the societal benefits that the country could derive from AI. It 
then lays out six overarching goals and 40 specific 
recommendations for Congress and the administration to 
support AI development and adoption. 

INTRODUCTION 

Computer scientists have worked since the 1950s to develop artificial 
intelligence—computer systems that perform tasks characteristic of human 
intelligence, such as learning and decision-making. But it is only in the last 
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decade that they have had all the technological building blocks necessary 
to achieve their vision. Advances in hardware, including faster processors 
and more abundant storage, plus larger data sets and more capable 
algorithms, especially machine learning, have unlocked many more 
opportunities to use AI throughout the economy, such that AI is now poised 
to become a major driver of innovation, growth, and social welfare.  

Today’s economy is a data economy, with organizations using data and 
analytics to drive productivity and innovation; but this is transitioning into 
the algorithmic economy, in which many more organizations will invest in AI 
to automate processes, develop new products and services, improve 
quality, and increase efficiency. Though the industries that are developing 
AI applications will surely grow, the major beneficiaries of AI will be all the 
organizations in the public, private and nonprofit sectors that integrate AI 
into their operations. And while many factors will influence U.S. economic 
competitiveness, the extent to which key traded sectors adopt AI will be 
among the most significant, from agriculture to manufacturing and 
financial services.  

Many factors allowed U.S. firms to lead the digital economy, including early 
adoption of information technologies such as e-commerce and cloud 
computing. But the ability of U.S. firms to hold their lead in the AI era is 
anything but assured. Other nations recognize the potential of the 
algorithmic economy and are taking actions to ensure their industries are 
well-positioned to leverage AI. China is developing a particularly 
sophisticated national AI strategy and is allocating massive funding to 
capture global market share. Moreover, as with many emerging 
technologies, there are a host of market failures that limit AI development 
and adoption. Absent an AI strategy tailored to the United States’ political 
economy, U.S. firms developing AI will lose their advantage in global 
markets and U.S. organizations will adopt AI at a less-than-optimal pace. 

It is therefore critical for Congress and the White House to craft and fund a 
comprehensive national AI strategy that addresses the significant 
challenges inhibiting the development and adoption of the technology. This 
strategy should be focused on six goals:   

1. Support key AI organizational inputs. To effectively develop or 
use AI, organizations need abundant access to three key 
resources: high-value data, AI skills, and publicly funded research 
and development.  

2. Accelerate public-sector adoption of AI, including for national 
security. One of the most straightforward and effective steps 
government can take spur AI progress is to rapidly adopt AI in 
support of its own missions. Government can help prove the 
value of deploying AI, as well as provide markets and increase 
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economies of scale for AI firms. To do this, a strategy needs to 
address challenges related to acquisition, funding, and oversight. 
One key area for public-sector adoption is defense. Defense 
agencies recognize the benefits AI can offer, but they face  
unique challenges in putting the technology to use to  
enhance national security.  

3. Spur AI development and adoption in industry, including through 
sector-specific AI strategies. The federal government has 
significant influence and involvement in sectors such as health 
care, transportation, and education through funding, 
procurement, and regulation. Federal agencies should be 
charged with developing sector-specific AI strategies to shape 
their policies affecting these industries in ways that support AI 
transformation. Additionally, many nations look to AI as an 
important industry for future competitiveness. They are putting in 
place a host of development policies designed to grow their 
domestic AI industries. The United States needs to do the same. 

4. Support digital free trade policies. Data is at the core of AI, and 
many nations are enacting policies that restrict cross-border data 
flows. The U.S. government needs to accelerate its efforts to 
establish free trade in data and fight other protectionist efforts 
that inhibit AI, such as source code disclosure requirements.  

5. Foster innovation-friendly regulation. If poorly implemented, AI 
can produce undesirable outcomes. In response, some have 
called for strong regulations on AI, including through tougher 
enforcement of antitrust and regulation of algorithms. Most 
proposals thus far would harm AI innovation and use, often 
without providing meaningful protections. Policymakers should 
instead pursue a more innovation-friendly framework built around 
the principle of “algorithmic accountability,” in which the 
operators of algorithms are held accountable for explicit and 
serious harms. Additionally, antitrust regulators should resist 
viewing the possession of large amounts of data as a threat to 
competition. 

6. Provide workers with better tools to manage AI-driven workforce 
transitions. AI-enabled automation will increase productivity and 
per-capita incomes but also will likely modestly increase the rate 
of worker displacement, which can lead to support for policies 
that restrict how firms can use AI. To help workers more 
effectively make transitions, policymakers need to modernize 
workforce training and worker dislocation policies and programs.  
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To implement these goals, the Center for Data Innovation offers the 
following 40 recommendations: 

Ensuring Data Availability 

1. Relevant federal agencies should support the development of 
shared pools of high quality, application-specific training and 
validation data in key areas of public interest, such as 
agriculture, education, health care, public safety and law 
enforcement, and transportation. For example, the National 
Institute of Standards and Technology (NIST) should work with 
law enforcement agencies, civil society, and other stakeholders 
to develop shared, representative datasets of faces that can 
serve as an unbiased resource for organizations developing 
facial recognition technology.  

2. Relevant federal agencies, including the Department of 
Commerce and the Department of Health and Human Services, 
should develop and pilot data trusts to facilitate data sharing in 
specific application areas among academia, businesses, and 
government agencies. Congress should also fund and task the 
Department of Commerce to pursue additional innovative 
models for increasing the availability of data. This should 
include facilitating the creation of industry-led data councils to 
identify barriers to data sharing and developing strategies to 
overcome these barriers.  

3. Congress and the administration should accelerate efforts to 
digitize all sectors of the economy, including health care, 
education, and municipal issues such as utilities and city 
management. Federal agencies, such as the Department of 
Housing and Urban Development (HUD), Department of Health 
and Human Services (HHS), Department of Transportation 
(DOT), and Federal Energy Regulatory Commission (FERC), 
should identify and implement policies that can drive digital 
transformation in relevant sectors.  

4. Congress and the administration should encourage the private 
sector to share data for public benefit. There are many 
examples of firms voluntarily making data available for AI 
research, however this is not the norm. Policymakers should 
consider a variety of different approaches to encourage this. 
For example, France’s AI strategy proposes requiring the 
private sector to share certain data sets in select 
circumstances, when it does not threaten a firms’ business and 
relates to key public interests such as health and safety. The 
United States government should not appropriate data from the 
private sector, but instead take a more collaborative approach 
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to identifying such datasets and working with the private sector 
to increase their availability. 

5. Congress should pass legislation codifying the federal 
government’s responsibility to publish open data. Since 2013, 
the federal government has had a policy of treating its data as 
open and machine readable by default, opening vast troves of 
government data to the public. This data is a crucial public 
resource for businesses, academics, and public-sector 
employees alike, however the government has no legal 
obligation to continue publishing this data. This means that the 
government may decide to stop making certain data available 
at any time, such as with a new administration or agency 
priorities. Congress should pass legislation to codify open data 
requirements to ensure that government data remains 
available as a valuable source of data for AI systems. Congress 
should also allocate additional funding for the federal 
government’s open data efforts to improve the timeliness, 
quality, and accessibility of its data. 

6. Relevant federal agencies should ensure data collection efforts 
emphasize reducing the "data divide” and combatting data 
poverty. For the public sector, this means supporting and 
expanding data collection programs that focus on hard-to-reach 
and underrepresented communities. Additionally, this would 
mean ensuring that federal programs devoted to closing the 
digital divide also consider data poverty concerns. More 
broadly, an agency such as NIST could develop educational 
materials about how to improve data collection in the private 
sector to combat the data divide.  

7. Congress should ensure that any national legislation 
addressing privacy considers the importance of data for the 
development and use of AI and does not impose undue 
restrictions on the collection, sharing, and use of data that 
come at the direct expense of AI innovation, such as an opt-in 
requirement for data sharing.  

Developing AI Talent 

8. Congress should invest in cultivating AI talent. Countries such 
as Canada and the United Kingdom have launched initiatives to 
do just that, and the United States should adapt these 
approaches. For example, Canada’s AI strategy funds the 
creation of AI research institutes, programs to attract and 
retain AI talent in Canadian universities. Similarly, the United 
Kingdom’s AI Sector Deal describes how the government will 
fund at least 1,000 AI PhD students by 2025. Congress should 



 
 

  
 

CENTER FOR DATA INNOVATION 6 

fund and direct the National Science Foundation (NSF) to 
create a competitive AI fellowship program for at least 1,000 
computer science students annually. 

9. Congress should fund and authorize a program at the National 
Science Foundation to provide competitive awards for up to 
1,000 academic AI researchers for a period of five years. 
Awards should be conditional on remaining in academia for five 
years. Though individual businesses may benefit from 
attracting the best AI talent away from universities, the overall 
AI innovation ecosystem in the United States suffers. These 
awards would incentivize more AI researchers to stay in 
academia and help U.S. universities meet the demand for  
AI skills.  

10. Congress should enable more foreign AI talent to work in the 
United States by increasing the cap on H-1B visas to ensure 
U.S. firms can hire as much AI talent as they need. To the 
extent global AI talent works in the United States, they are not 
working for competitors in other nations. 

11. Federal agencies should address barriers that limit the number 
of students able to take computer science courses at the 
university level. NSF should provide grants to colleges and 
universities that have increased or are implementing programs 
to increase enrollment and retention in computer science. The 
federal government should also require increased transparency 
as a prerequisite for receiving NSF awards. For instance, 
schools should be required to monitor and disclose the number 
of computer science applicants, prospective majors, and their 
retention rates in computer science subjects. Ideally this would 
be done for all STEM disciplines. 

Conducting AI R&D 

12. Congress should substantially increase R&D funding for AI, with 
an emphasis on basic and applied research. Exact dollar 
amounts can be debated, but at the very least Congress should 
provide funding to fully support R&D efforts where the potential 
supply of high-quality research is greater than the supply of 
funds. For example, Congress should appropriate at least an 
additional $200 million annually to NSF for AI research.   

13. Federal agencies should support R&D for all kinds of AI 
applications. It is a mistake for federal agencies to support only 
certain kinds of AI and related technologies. For example, 
NSF’s National Robotics Initiative only supports research that 
augments, and does not replace workers. While augmenting 
human labor is a valuable application of AI, AI that can replace  
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a human worker does more to boost productivity and should  
at minimum be on equal footing for support of AI that  
complements workers.  

14. Congress should increase the R&D tax credit to keep pace with 
competing countries. A healthy AI ecosystem requires both 
government and business funding of AI research. Companies 
will do more AI research in the United States if the R&D tax 
credit is more generous. However, as of 2017, the United 
States ranked 32nd of OECD nations in terms of R&D tax credit 
generosity, behind countries such as Canada, China, Germany, 
and Japan. And in 2018, a number of nations created or 
expanded their R&D tax incentives. Meanwhile, the 2017 tax 
legislation passed by Congress in 2017 actually increased the 
after-tax cost of research spending. As such, Congress should 
increase the Alternative Simplified Credit from 14 percent to  
20 percent.  

Transforming Government With AI 

15. Congress and the administration should support efforts to 
foster communities of practice and raise awareness about AI 
within the public sector. For example, the General Services 
Administration’s (GSA’s) Emerging Citizen Technology Office 
(ECTO) coordinates government-wide deployments of AI 
applications and helps foster relationships between 
government employees interested in AI and firms working on 
public-sector applications of AI.  

16. Congress should provide agencies with venture capital funds to 
pilot AI initiatives.  

17. Federal agencies should establish domain-specific programs to 
spur AI adoption. For example, the Department of Defense 
(DoD) recently established the Joint Artificial Intelligence Center 
(JAIC) to help teams “to swiftly deliver new AI-enabled 
capabilities and effectively experiment with new operating 
concepts in support of DoD’s military missions and business 
functions.” Other departments, such as HHS and DOT, should 
consider developing similar programs.  

18. The White House should establish a strategic initiative devoted 
to AI in the CIO Council. There is currently an initiative devoted 
to “data analytics and big data” which would likely cover certain 
aspects affecting AI adoption, however there should be a more 
explicit focus on AI.  

19. GSA should work with state government CIOs to share best 
practices for AI implementation and develop shared resources 
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that make it easier for state officials to learn about and procure  
AI technologies. 

20. Defense agencies should prioritize the use of AI to support their 
missions to protect national security.  

21. DoD should create a body with both government and industry 
stakeholders to accelerate the adoption of dual-use AI 
technologies by the military. This could include publishing 
performance and safety standards for various key military AI 
applications so industry could more readily develop those 
solutions, or creating guidelines for modifying commercial AI 
applications for military use.  

22. DoD should establish a cross-agency task force to identify 
opportunities to simplify the acquisition process for AI.  

23. DoD should pursue and expand the use of alternative 
acquisition mechanisms as a workaround for cumbersome 
procurement policies. For example, the 2016 National Defense 
Authorization Act granted DoD the permanent Other 
Transaction Authority (OTA), which allowed DoD to circumvent 
the traditional acquisition process in certain circumstances. 

24. DoD should foster better relationships between the defense 
community and the U.S. technology industry, such as by 
expanding industry outreach efforts like DoD’s Defense 
Innovation Unit Experimental (DIUx) designed to make it faster 
for DoD to take advantage of emerging commercial 
technologies. There should be specific emphasis on creating 
greater incentives for technology firms to work with DoD.  

25. DoD should establish a new Program Element (PE) specifically 
for AI to increase the visibility of AI appropriations.  

26. Congress should prioritize the development and adoption of AI 
in defense spending. This could entail either focusing greater 
attention on AI projects as compared to less-important work or 
increasing overall spending.  

27. Congress and the administration should support productive 
conversations about the appropriate way to oversee the use of 
AI for national security. This will include rejecting bans on lethal 
autonomous weapons (LAWS) and differentiating between 
concerns about LAWS specifically and broader concerns about 
different military activities, which are often the underlying 
concern in these discussions.  

28. Congress and the administration should recognize that the 
benefits of AI to national security are too important to let 
concerns about LAWS oversight or other defense activities 
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involving AI limit national security AI support and adoption.  
This is particularly important because foreign adversaries will 
pay little heed to such oversight concerns and gain a 
competitive advantage in certain areas of AI.  

Spurring AI Development and Adoption in Industry 

29. Federal agencies should work with industry to create strategies 
for supporting AI adoption in relevant sectors of the economy. 
These strategies should provide guidance about how best to 
leverage AI to advance agency missions, as well as identify 
opportunities to encourage AI adoption in relevant industries, 
such as by proactively providing guidance on policy questions, 
ensuring that procurement supports AI, ensuring regulations do 
not limit AI usage, and creating incentives for firms to invest in 
AI. These strategies should be updated regularly as agencies 
become more familiar with the technology and as AI matures, 
creating new challenges and opportunities to address.  

30. The Department of Commerce should establish organizations 
designed to advance the development of innovative AI 
applications in various sectors. For example, Manufacturing 
USA, overseen by federal agencies including the Department of 
Commerce and the Department of Energy, is a network of 
research institutes focused on fostering innovation and 
collaboration in the manufacturing sector. Among them is the 
Advanced Robotics for Manufacturing, a public-private 
partnership in Pittsburgh which focuses on AI and automation. 
Using this model, agencies should support similar institutes 
that include industry, academia, and government agency 
resources to advance AI in other sectors such as city 
management and precision medicine.    

31. Congress should direct the Economic Development 
Administration to enable state governments to foster AI 
industry development. Congress should appropriate funds for 
the Economic Development Administration to create a state 
economic development competition in which states would 
compete for funds to establish their own state development 
plans and policies for supporting AI development, especially 
through new startups.  

Ensuring Trade Policy Supports AI 

32. The United States Trade Representative (USTR) should 
continue to advocate for cross-border data flow protections in 
all future trade negotiations. 
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33. USTR should continue to fight source code disclosure 
requirements other nations may enact to unfairly disadvantage 
U.S. firms or exploit their intellectual property.  

Ensuring Any Regulation of AI Is Innovation Friendly 

34. Regulators should encourage adherence to the principle of 
algorithmic accountability. Importantly, policymakers need to 
recognize that the goal of algorithmic accountability is not to 
achieve perfect, error-free algorithms, but to minimize risk—just 
as vehicle safety standards do not require cars to be 100 
percent safe, but as reasonably safe as can be expected. The 
most important step is for regulators to formally recognize this 
framework for algorithmic accountability and integrate it into 
their oversight. This applies to both domain-specific and 
consumer-protection regulators.  

35. Congress should reject blanket mandates for algorithms, such 
as algorithmic transparency requirements, or the creation of 
new regulatory bodies focused only on regulating algorithms.  

36. Congress and the administration should support increasing the 
technical expertise of regulators and policymakers. Regulators 
should foster relationships with communities of developers, 
academics, civil society groups, and private-sector 
organizations invested in algorithmic decisionmaking to stay 
abreast of technical developments and concerns about 
algorithmic harms that could influence how algorithmic 
accountability is achieved or enforced. This requires ensuring 
regulators have the resources to hire staff with the necessary 
technical expertise to scrutinize algorithms.  

37. Congress and the administration should caution regulators 
against viewing the mere act of collecting or possessing large 
amounts of data (which is necessary for certain uses of AI) as 
potentially anticompetitive behavior.  

38. Congress should reject overly stringent rules in privacy 
legislation, such as broad opt-in requirement, purpose 
specification, data erasure, and data minimization, as well  
as other policies modeled on the EU’s General Data  
Protection regulation. 

39. Congress and the administration should emphasize that data is 
a crucial business input for the development of AI, and that 
companies should be encouraged to invest in collecting data, 
not punished for it. If policymakers are concerned that startups 
and small businesses cannot access the data necessary to 
develop AI and compete with larger firms, they should focus on 
making it easier to collect data and ensure data is readily 
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available, as described earlier in this report, rather than 
penalize a company that has succeeded in collecting and 
making data available.  

Providing Workers with Better Tools to Manage AI-driven Workforce Transitions 

40. Congress and the administration should implement 
comprehensive reforms to the nation’s workforce training and 
adjustment policies, as the Information Technology and 
Innovation Foundation (ITIF) outlined in its February 2018 
report, “How to Reform Worker-Training and Adjustment 
Policies for an Era of Technological Change.” 

THE IMPORTANCE OF AI  
As an emerging general-purpose technology, like electricity and information 
technology, AI has the potential to drive innovation, competitiveness and 
productivity. According to the consulting firm PwC, AI will increase global 
GDP by up to 14 percent by 2030 due to its ability to drive productivity 
gains by automating business processes and augmenting human labor.1 
For the United States specifically, consulting firm Accenture estimates that 
AI could increase labor productivity by 35 percent and increase the annual 
growth rate of gross value added to the U.S. economy from 2.6 percent to 
4.6 percent by 2035 through automation and improving labor and 
capital management.2 

AI has the potential to generate a range of societal benefits, such as by 
helping develop new medical treatments, improving public safety, and 
fighting human trafficking.3 For example, Facebook has developed 
computer-vision algorithms that can describe images to blind users, 
making the Internet more accessible for people with visual impairments.4 
San Francisco-based analytics company Kanjoya has developed machine 
learning software that can analyze workforce communications and flag 
signs of implicit gender bias so companies can treat employees more 
fairly.5 And conservation technology start-up Conservation Metrics uses a 
system of acoustic sensors and machine learning to improve conservation 
efforts for threatened species in California.6  

WHY THE U.S. NEEDS A NATIONAL AI STRATEGY 
There are three major reasons why the United States needs a national AI 
strategy: 1) to boost U.S. economic competitiveness; 2) to support U.S. 
defense capabilities; and 3) to overcome market failures, including the 
provisioning of public goods, that would otherwise slow AI development 
and adoption. 
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Competitiveness 
The United States has unique advantages over other countries that have 
made it an early leader in AI, particularly its large technology sector and its 
innovation-friendly regulatory environment. For example, in 2016, 66 
percent of global investment in AI went to the United States, with Silicon 
Valley and the San Francisco Bay Area in particular attracting 40 percent of 
global investment in AI.7 By contrast, China, which attracted the second 
largest share of global investment in AI, received just 17 percent.8 And 
while the United States has traditionally embraced a regulatory philosophy 
based on the innovation principle—the idea that the majority of innovations 
overwhelmingly benefit society, and the government’s role should be to 
pave the way for widespread innovation while building guardrails, where 
necessary, to ensure public safety—others have taken a much more 
precautionary approach, at the expense of innovation.9 For example, the 
European Union’s recently enacted General Data Protection Regulation 
(GDPR) contains a variety of provisions that harm the ability of  
European firms to take advantage of AI while doing little to protect  
European consumers.10  

However, there are signs that the United States’ early lead is slipping. In 
2017, China secured 48 percent of global investment in AI startups, while 
the United States received just 38 percent.11 According to a study by The 
Economist about national readiness for automation, based on national 
innovation environments, labor market policies, and education policies, the 
United States ranked 9th out of 25 countries studied, while South Korea, 
Germany, Singapore, Japan, and Canada ranked 1st through 5th place, 
respectively.12 And since 2015, China began publishing more patents 
related to AI and deep learning than the United States and has grown that 
lead considerably, publishing six times as many AI and deep learning 
patents than the United States in 2017.13 And while other governments are 
aggressively increasing their research funding for AI, U.S. government 
research has remained relatively flat.14 NSF and the National Science 
Board noted in February 2018 that if current trends continue, China will 
surpass the United States in all R&D investments by the end of 2018.15  

National Security  
The ability of the United States to harness AI for defense purposes will also 
have crucial implications for national security. The opportunities to use AI 
for national security are vast, including improving logistics, analyzing 
surveillance footage and satellite imagery, and improving training 
exercises.16 AI can support the use of autonomous and semi-autonomous 
weapons systems and provide analysis and threat assessments to soldiers 
on the battlefield. However, the bulk of the benefits AI can offer national 
security are similar to the benefits it can offer the private sector, such as 
automating routine processes, improving data analysis, identifying and 
fighting cyber threats, and processing large amounts of sensor data. 
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Beyond improving existing defense operations, ensuring the United States 
can use AI effectively for national security will be a necessity to maintain 
technological superiority over adversaries that are investing heavily in AI for 
military use. For example, China is developing a range of autonomous 
aerial, ground, surface, and underwater military vehicles, and Russia is 
using AI to augment its information warfare activities.17  

To be sure, if the Defense Department needs cutting-edge AI capabilities it 
can attempt to procure military-specific AI technologies. But while DoD 
drove IT innovation in the 1950s and even the 60’s, today the center of IT 
innovation, and AI innovation, is in the private sector. And DoD will be 
increasingly reliant on partnerships with and purchases from the 
commercial IT industry for cutting-edge AI capabilities. However, it would be 
extremely risky to national security to rely on those capabilities from 
military adversaries. 

Market Failures  
There are a number of market failures that will slow AI development and 
adoption in the absence of supportive policies. First is the fact that 
effective AI development requires access AI skills and a broad base of 
technical knowledge. These inputs—skilled workers and public R&D—are 
public goods. Though the private sector invests in worker training and R&D 
of its own, it does not capture all of the benefits of this investment. For 
example, a company could provide years of technical training for a new 
hire, only to have him or her leave to work for a competitor. Thus, firms 
often underinvest in these inputs relative to societally optimal levels. Smart 
policies to increase the availability of these public goods can help correct 
for this.  

A second failure relates to risk and uncertainty. Because AI is an emerging 
technology, many potential users, including companies and government 
agencies, will minimize the benefits it promises and delay adoption until 
the technology is proven. Economists refer to this challenge as excess 
inertia or, more commonly, “the penguin effect”—in a group of hungry 
penguins, no individual penguin is willing to be the first to enter the water 
to search for food due to the risk of encountering a predator. Yet if  
no penguin is willing to test the waters, then the whole group  
risks starvation.18 

A third failure relates to externalities. The widespread use of AI can 
generate significant social and economic benefits. However individual firms 
investing in AI are unable to capture some of these benefits, leading to 
underinvestment. For example, the ubiquitous use autonomous vehicles 
could drastically reduce traffic deaths, property damage, and congestion 
(and the resulting loss of economic activity). Yet no individual company 
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developing autonomous vehicles could expect to capture enough value 
from these benefits to recoup the costs of developing the technology. 

Finally, there are collective action problems. One of the key drivers of AI is 
widespread data availability. However, organizations often have strong 
incentives not to share data. Even though all parties would be better off if 
each shared data for mutual benefit, without the proper incentives for 
participation and organizations willing and able to coordinate these efforts, 
there will be less data available overall for AI development.  

Despite these compelling rationales, U.S. policymakers have not yet 
committed to developing such a strategy. For example, a spokesman for 
the Senate Commerce Committee stated that because the private sector is 
already using and investing heavily in AI, “the horse has already left the 
barn… and I think that any attempts by government to try and intervene 
could be constraining on the development of this technology.”19 To be sure, 
government action to regulate could be constraining. But that doesn’t 
mean that policies to proactively support AI development and adoption 
would not be helpful or needed.  

Policy Approaches to AI 
There are three main approaches a government can take regarding AI 
development and adoption: abdication, regulation, and facilitation. To be 
sure, most nations are incorporating all three approaches, but for most, 
one approach dominates. 

Abdication: This approach is based on the belief that the private sector 
can, with little support, largely effectively drive AI development and 
adoption. Holders of this view generally see AI market failures as minimal 
and worry more about government failures, particularly the risk of using 
regulation, either motivated by anti-technology forces or incumbents 
seeking protection from competition, to limit or shape progress in AI. 

To date, the United States has embraced this approach regarding AI, 
preferring to leave AI development and use largely up to the market. While 
this approach avoids the pitfalls that come with an approach centered on 
regulation, as restrictive regulations can make AI development and 
adoption more difficult, relying on this approach will lead to suboptimal AI 
use and weakened competitiveness. This is because, as described above, 
there are serious market failures that impede the development and 
adoption of AI that industry alone cannot overcome in a timely manner. 

Regulation: The current generation of AI is new and for some, a risky 
technology. As a result, some advocate sweeping regulations to shape and 
constrain AI. Like those who support an abdication approach, the 
advocates of regulation pay little heed to market failures regarding the 
development and use AI. Instead, these advocates assume companies will 
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pursue their own self-interest and sufficiently advance AI development and 
adoption. Therefore, they believe that the main focus of AI policy should be 
to constrain and shape the self-developing technology. A recent Brookings 
Institution report on AI embodies this approach, stating, “If the private and 
public sectors can work together, each making its own contribution to an 
ethically aware system of regulation for AI, we have an opportunity to avoid 
past mistakes and build a better future.”20 In other words, these advocates 
are not concerned with whether the United States will be the global leader 
in AI, only with whether AI will develop in what they believe to be the  
right way. 

While no nation with an AI policy focuses exclusively on shaping AI, some, 
particularly in Europe, put relatively more emphasis on this. Seeing AI as a 
threat, rather than an opportunity, many policymakers in some nations 
place their focus on minimizing the technology’s potential harms. For 
example, the United Kingdom’s AI strategy focuses on developing “ethical 
AI” and France’s AI strategy seeks to “guarantee the principle of human 
responsibility” in AI.21 Though modernizing regulations may be beneficial in 
some cases, if not done smartly it will limit AI development and adoption. In 
addition, as with an abdication approach, a regulation approach does not 
address market failures that impede the technology.  

Facilitation: Most nations that have developed AI policies have recognized 
that active government support can accelerate AI development and 
adoption. As such, most nations, particularly Southeast Asian nations, are 
focused primarily on facilitating AI development and adoption. To be sure, 
an overzealous approach to facilitation, such as China’s approach in 
particular, can introduce government failures such as supporting the wrong 
firms or limiting foreign competition. Done correctly however, a facilitation 
approach combines the best of enterprise-driven market forces with 
societal support and facilitation. 

An ideal national AI strategy will incorporate elements of all three 
approaches, recognizing that the private sector and market forces will play 
decisive roles in the advancement of AI, modernizing regulations for the AI 
economy in ways that enable AI innovation, and emphasizing the right 
government role in facilitating widespread development and adoption of AI. 

ASSESSING THE COMPETITION 
Unlike the United States, a number of countries have translated 
recognition of the importance of AI into significant action. It is important to 
recognize that this response is unique. During the last major IT revolution 
of the Internet, virtually no U.S. competitor took it seriously, at least initially, 
and few developed robust policies to compete globally. Things are different 
this time. Many nations now understand that AI is a central general-
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purpose technology of the next era, and they are loath to make the same 
mistakes they made 30 years ago. 

To be sure not every country intends to compete with the United States in 
every aspect of AI development and adoption. Instead, most countries’ 
strategies focus on capitalizing on their respective comparative advantages 
by prioritizing their efforts to secure the benefits of AI where it can have the 
most impact. However, this should not be interpreted as a chance for the 
United States to rest on its laurels; rather, because as the largest economy 
globally it needs to be competitive in every aspect of AI.  

Several leading countries, including China, France, and the United 
Kingdom, have developed comprehensive national AI strategies and are in 
the process of implementing them. Additionally, others have made their 
intentions to support AI clear, though have yet to formally introduce a 
strategy. For example, German Chancellor Angela Merkel has announced a 
proposal to make €3 billion (US $3.34 billion) available to Germany’s 
private sector to support AI R&D through 2025, and Germany is in the 
process of drafting a broader AI strategy.22 And the European Commission 
published its Communication on Artificial intelligence in Spring 2018 
explaining its plans to boost technical capacity and spur public and private-
sector AI adoption, and has outlined its planned activities to support AI, 
such as by increasing investments and improving research centers, 
through 2020.23 Many other countries have also signaled that they will be 
developing policies to support AI, though their plans are less clear.24  

Canada 
In March 2017, Canada launched the Pan-Canadian Artificial Intelligence 
Strategy, to be led by the Canadian Institute for Advanced Research 
(CIFAR), a nonprofit research institute that receives government support.25 
Backed by a one-time CAD $125 million (US $98.7 million) government 
investment, the strategy has four goals: “increase the number of 
outstanding artificial intelligence researchers and skilled graduates in 
Canada; establish interconnected nodes of scientific excellence in 
Canada’s three major centres for artificial intelligence in Edmonton, 
Montreal, and Toronto; develop global thought leadership on the economic, 
ethical, policy and legal implications of advances in artificial intelligence; 
and support a national research community on artificial intelligence.”26 
CIFAR will oversee several programs over the next five years to advance the 
strategy that focuses on expanding Canada’s human capital, raising 
Canada’s international profile in the field of AI research, and translating AI 
research into public and private-sector applications. Canada has also 
allocated CAD $950 million (US $718 million) to fund the creation of five 
technology “superclusters” designed to foster collaboration and accelerate 
growth and job creation around different technology issues.27 Several of 
these, including the Scale AI supercluster in Quebec, the Advanced 
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Manufacturing supercluster in Ontario, and the Digital Technology 
supercluster in British Columbia, have an explicit focus on AI.     

China 
China’s State Council issued a development plan for AI in July 2017 with 
the goal of making China a leader in the field by 2030.28 The document is 
primarily a statement of intent, but it details some of China’s key objectives 
in advancing AI and creating a domestic AI industry worth ¥1 trillion (US 
$147.8 billion). 29 The plan’s goal is for China to be equal to countries 
leading in AI by 2020. Then over the subsequent five years, China will 
focus on developing breakthroughs in areas of AI that will be a “a key 
impetus for economic transformation.” Finally, by 2030, China intends to 
be the world’s “premier artificial intelligence innovation center.” To support 
the development plan, China is also preparing a multibillion-dollar 
investment initiative to promote AI startups, academic research, and 
ambitious moonshot projects.30  

China, like the United States, has its own natural advantages when it 
comes to AI. First, the Chinese private sector often moves in lock-step with 
the government to secure favorable treatment. At the end of 2016, 67.9 
percent of the 2.73 million non-state-own companies in China had 
Communist Party cells within their organizations, and authorities often 
appoint business leaders with memberships in the National People’s 
Congress, China’s national legislature. Kenji Kawase, chief business news 
correspondent at the Nikkei Asian Review, describes that “These positions 
are largely ceremonial, but membership symbolizes a political recognition 
by the party and the state, and also provides a certain amount of 
protection. For the authorities, selecting these business leaders is a way to 
ensure that private companies cooperate with policy goals, including that 
of gaining a tighter grip over cyberspace.”31 Thus, the Chinese government 
has a de facto authority to direct private-sector investment in AI as it sees 
fit to advance its goals rather than allow businesses to act pragmatically in 
their own best interests. This close alignment is also reflected in the 
actions of Chinese military, financial institutions, and subnational 
governments, ensuring that in China, “commercial companies, university 
research laboratories, the military, and the central government routinely 
work together closely. As a result, the Chinese government has a direct 
means of guiding AI development priorities and principles.”32  

Second, whether as the result of different values or China’s more 
authoritarian government, Chinese organizations using AI simply do not 
have to grapple with the same regulatory and consumer protection 
considerations that U.S. firms do. For example, China’s plans to deploy 
ubiquitous facial recognition technology, surveil citizens with drones, 
monitor messaging apps, and implement a “social credit system” would all 
likely be met with widespread consumer backlash in the United States and 
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other western democracies, but are being implemented in China without 
notable domestic resistance (though it should be noted that vocal dissent 
is likely censored or otherwise discouraged).33 The Chinese government’s 
control over private technology firms and its ability to deploy largescale 
data collection systems with little regard to consumer protection or privacy 
give it an advantage over the United States because it gives it access to 
vast troves of consumer and personal data that U.S. firms have difficulty 
accessing.34 As this paper will describe, data is a crucial input for AI 
development, and this gives China a large competitive edge in that regard.  

Third, China has a long history of stealing intellectual property from foreign 
firms, particularly U.S. firms, and despite its claims that it respects 
intellectual property, there is every reason to believe it will continue this 
practice as international competition regarding AI escalates. Both the 
Office of the United States Trade Representative and the European 
Commission published reports in 2018 detailing numerous problems with 
how China protects the intellectual property of foreign firms.35 These 
include forced technology transfers, requiring the disclosure of business 
information, and theft of trade secrets.36 Thus, as China seeks to promote 
its domestic AI industry, it is safe to assume that it will simply steal 
intellectual property that U.S. firms invested large sums to develop.   

Thus, when comparing national efforts to support AI, it is crucial for U.S. 
policymakers to recognize that when it comes to competing with China, this 
is not an even playing field. This makes a U.S. national AI strategy all the 
more important to ensure U.S. firms can compete effectively.   

France 
France published a report detailing its national AI strategy titled “For a 
Meaningful Artificial Intelligence,” in March 2018. This strategy includes 
investing €1.5 billion ($1.85 billion) over five years to support R&D, 
promote AI startups, and foster the creation of valuable datasets that can 
support AI development.37 Overall, the strategy fails to describe how the 
French government will promote widespread AI adoption, however it is 
noteworthy for its emphasis on making data available for AI.38 The French 
strategy, drafted by mathematician and Member of Parliament Cédric 
Villani, calls for legislation to mandate repurposing both public and private-
sector data, including personal data, to enable public-interest uses of AI by 
government or others, depending on the sensitivity of the data. For 
example, public health services could use data generated by Internet of 
Things (IoT) devices to help doctors better treat and diagnose patients. 
Researchers could use data captured by motorway CCTV to train driverless 
cars. Energy distributors could manage peaks and troughs in demand 
using data from smart meters. Repurposed data held by private companies 
could be made publicly available, shared with other companies, or 
processed securely by the public sector, depending on the extent to which 
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sharing the data presents privacy risks or undermines competition. The 
report suggests that the government would not require companies to share 
data publicly when doing so would impact legitimate business interests, 
nor would it require that any personal data be made public. Instead, Villani 
argues, if wider data sharing would do unreasonable damage to a 
company’s commercial interests, it may be appropriate to give only public 
authorities access to the data. But where the stakes are lower, companies 
could be required to share the data more widely, to maximize reuse. Villani 
rightly argues that it is virtually impossible to come up with generalizable 
rules for how data should be shared that would work across all sectors. 
Instead, he argues for a sector-specific approach to determining how and 
when data should be shared.  

After making the case for state-mandated repurposing of data, the report 
goes on to highlight four key sectors as priorities: health, transport, the 
environment, and defense. Since these all have clear implications for the 
public interest, France can create national laws authorizing extensive 
repurposing of personal data without violating the General Data Protection 
Regulation (GDPR), which permits the repurposing of personal data where 
it serves the public interest. The French strategy is the first clear effort by 
an EU member state to proactively use this clause in aid of national efforts 
to bolster AI.39 However, the strategy primarily focuses on repurposing data 
in the public interest because the GDPR limits repurposing data for 
commercial purposes. But many important uses of AI—from banking to 
agriculture—are commercial. France is making the best of the situation 
created by the GDPR, but its limited strategy highlights the need for EU-
level reform of data protection law in order to enable more ambitious AI 
strategies in the member states. Ultimately, unless the EU reforms the 
GDPR to enable greater collection, use, and sharing of personal  
data, any European country’s AI strategy will be constrained by the  
GDPR’s limitations.40 

India 
In June 2008, India published a discussion draft of its national AI strategy, 
which is focused on overcoming barriers limiting the development and 
adoption of AI at scale, such a lack of technical expertise and restrictions 
on data access.41 The strategy includes policy recommendations designed 
to address these barriers and ensure India can capture AI’s economic and 
social value, including establishing research centers that focus on 
advancing AI applications in key sectors such as health care, education, 
and agriculture and creating annotated “foundational” datasets that could 
serve as a public resource to spur AI development.42 India’s strategy also 
sets the goal of becoming the AI “garage” for the 40 percent of the world 
whose economies are developing. This means it would create an 
environment such that if a firm can successfully deploy an AI application in 

http://www2.datainnovation.org/2018-impact-gdpr-ai.pdf
http://www2.datainnovation.org/2018-impact-gdpr-ai.pdf
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India, it can be confident that it could deploy it in the rest of the  
developing world.43     

Japan 
Japan launched its Artificial Intelligence Technology Strategy Council in 
April 2016 to develop a roadmap for the development and 
commercialization of AI.44 It was published in May 2017.45 The strategy 
outlines priority areas for research and development (R&D), focusing on 
the themes of productivity, health, medical care, and mobility. The strategy 
also encourages collaboration among industry, government, and academia 
to advance AI research, as well as stresses the need for Japan to develop 
the necessary human capital to work with AI. Japan also launched its Japan 
Revitalization Strategy 2017, which details how the government will work 
to support growth in certain areas of the economy. The 2017 strategy 
includes a push to promote the development of AI telemedicine as well as 
the development of self-driving vehicles to help address the shortage of 
workers in Japan’s logistics sector.46 

South Korea 
South Korea has made several large commitments to support the 
development and adoption of AI, starting with a March 2016 
announcement of a ₩1 trillion (US $886.7 million) investment in AI R&D 
over five years, a 55 percent increase in its annual spending on AI.47 In 
May 2018, the government announced a ₩2.2 trillion (US $1.95 billion) 
investment in AI over five years with the goal of establishing six AI graduate 
schools to train 5,000 AI specialists, advance the development of AI 
applications in areas including national defense and public safety, and 
foster AI startups and small businesses.48  

Taiwan 
Taiwan’s Premier William Lai announced the Taiwan AI Action Plan, which 
details strategies to grow Taiwan’s AI industry, in January 2018.49 The four-
year plan states the government will allocate between NT$9 billion and 
NT$10 billion (US $304.4 million and US $338.3 million, respectively) 
annually to cultivate AI talent, including by recruiting international talent 
and making it easier for foreign workers to work in Taiwan, developing AI 
pilot projects, fostering AI startups, and increasing the availability of data, 
such as by creating open data platforms and developing flexible 
regulations about data use.50  

United Kingdom 
The United Kingdom has taken several steps to better understand AI and 
identify ways the government could help secure its benefits. In October 
2016, the House of Commons Science and Technology Committee 
published a report on robotics and AI detailing many of the potential 
benefits and challenges AI could offer.51 One of the report’s main 
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conclusions was that the United Kingdom should place a greater focus on 
improving its education and worker training systems to ensure that the 
national workforce has the necessary skills to be successful as AI 
transforms the economy. The report also stressed the need of increased 
government leadership around robotics and autonomous systems, citing a 
lack of a government strategy to coordinate policymaking and guide 
investment. In November 2016, the Government Office for Science 
published a report detailing the potential implications AI poses for society 
and government and stressed the need for smart, flexible governance to 
promote the responsible development of AI.52 The UK Digital Strategy, 
published in March 2017, recognizes AI as a key field that can help grow 
the United Kingdom’s digital economy, and includes £17.3 million (US 
$22.3 million) in funding for UK universities to develop AI technologies.53 
And in April 2018, the government launched its AI Sector Deal, an 
extensive industrial strategy that combines and builds on its prior efforts to 
support AI designed to “boost the U.K.’s global position as a leader in 
developing AI technologies.”54  

The AI Sector Deal also lays out an interesting approach to increasing the 
amount of data available for AI called “data trusts,” which are 
“mechanisms where parties have defined rights and responsibilities with 
respect to share data.”55 This is a promising approach as it could 
encourage businesses, government agencies, and researchers to share 
sensitive or valuable proprietary data with one another to advance AI 
research by reducing concerns that this data could be misused.  

United States 
While the United States has taken some steps to support the technology, it 
does not have a cohesive national strategy for AI. In 2016, the White 
House Office of Science and Technology (OSTP) hosted five workshops with 
academic leaders on different social, ethical, economic, and technological 
aspects of AI, and in June 2016, solicited public feedback about AI.56 In 
October 2016, OSTP published a report titled “Preparing for the Future of 
Artificial Intelligence” detailing its findings and recommending that the 
government pursue policies that can help maximize the economic and 
social benefits of AI.57 That same month, the Networking and Information 
Technology Research and Development Subcommittee (NITRD) published 
its National Artificial Intelligence Research and Development Strategic Plan 
detailing seven strategies to help guide AI R&D efforts, including “develop 
effective methods for human-AI collaboration,” “develop shared public 
datasets and environments for AI training and testing,” and “better 
understand the national AI R&D workforce needs.”58 Finally, in December 
2016, the White House published a report titled “Artificial Intelligence, 
Automation, and the Economy” reaffirming many of the recommendations 
from its prior efforts, particularly that the government should ensure the 
workforce is equipped with the skills to thrive in the transition to an AI-
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driven economy.59 However, most of the efforts from the Obama 
administration were foundational to support more explicit policies later.  

The Trump administration has taken some additional steps to support AI. In 
May 2018, the White House hosted a summit titled “Artificial Intelligence 
for American Industry,” convening leading technology companies to discuss 
methods for fostering the advancement of AI. Though the summit did not 
result in the formulation of any new policies or lead to any additional public 
action, it did establish a Select Committee on Artificial Intelligence under 
the National Science and Technology Council to advise the White House on 
AI issues, improve coordination of federal AI R&D efforts, and identify 
opportunities to leverage federal data and computing resources to support 
AI R&D.60 And in September 2018, NITRD issued a request for information 
to update its AI R&D Strategic Plan.61 In the absence of a national strategy, 
NITRD’s AI R&D Strategic Plan amounts to the most substantive and 
comprehensive effort to maximize the benefits of AI for the United States, 
however this document does not direct policy, funding, or regulation.  

Congress has taken several actions to better understand the challenges 
and opportunities posed by AI and has introduced several pieces of 
legislation to support the technology. For example, the House Oversight 
Subcommittee on Information Technology held three hearings about AI, 
exploring how to improve the government’s use of the technology and how 
best to address policy questions about ethics and competitiveness in AI.62 
Bipartisan members of the House and Senate have also introduced the 
FUTURE of Artificial Intelligence Act of 2017 (S. 2217) and the AI in 
Government Act of 2018 (S. 3502), which would direct the Department of 
Commerce to create an advisory committee to guide activities to  
support AI development, and spur the federal government’s adoption of  
AI, respectively.63  

CRAFTING A NATIONAL AI STRATEGY 
The ultimate goal of a national AI strategy should be to make the United 
States a global leader in the development and use of AI. The United States 
does not need to be the only global leader in AI to benefit from the 
technology—indeed international collaboration on AI can be highly 
beneficial. For example, international collaboration can greatly benefit 
academic research, data sharing, and the use of AI to solve pressing global 
challenges. Furthermore, so long as other countries are competing fairly, 
competition in AI would stimulate the development and adoption of AI both 
in the United States and globally by putting pressure on firms to innovate. 
There are several mechanisms policymakers could use to create a national 
AI strategy, such as Congress passing legislation directing the 
administration to develop a strategy, the administration developing a 
strategy on its own, or an agency such as the Department of Commerce 
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leading the development of a strategy. The mechanism used matters little, 
so long as a strategy incorporates the provisions presented below. 

Support Key AI Organizational Inputs  
For a firm to leverage AI successfully, it needs to have access to key inputs 
necessary for the effective development and use of AI: data, AI skills, and 
public research and development (R&D). Policy can and should do more in 
all three areas.  

Data 
Data is a key enabler of AI, and public policy can both remove unwarranted 
barriers to, and proactively support, data collection, sharing, and use. 
However, organizations are restricted in their ability to access the data they 
need to develop and use AI effectively for a host of reasons. In many cases, 
large swaths of the U.S. economy are still not fully digitized, making the 
collection, sharing and analysis of data virtually impossible. In other cases, 
some individuals and communities are not included in data collection 
efforts, limiting the benefits the data can provide. Regulatory obstacles can 
unnecessarily limit data collection, access, and use. And in some cases, 
perverse incentives, or a lack of incentives, limit organizations’ willingness 
to share data. All of these factors make obtaining value from AI 
“theoretically possible but pragmatically difficult.”64  

The barriers in the health care sector typify the challenges firms face in 
developing and using AI effectively. The potential for AI to deliver benefits 
in this sector, such as by discovering new drugs, reducing costs, and 
improving patient care, is significant.65 Yet organizations face a wide 
variety of factors limiting their ability to access the data necessary to take 
advantage of AI effectively. The Health Insurance Portability and 
Accountability Act (HIPAA), in particular, presents numerous unnecessary 
regulatory obstacles to accessing and sharing useful data. For example, 
without affirmative consent, HIPAA restricts the use of personally 
identifiable health information for 50 years after a patient’s death, causing 
large troves of valuable data to be inaccessible to researchers despite 
negligible privacy risks.66 In fact, many health care providers find the 
complex privacy provisions of HIPAA so daunting that they heavily limit how 
they share data beyond what the law requires in order to reduce their risk 
of non-compliance. The U.S. Government Accountability Office found that 
providers were uncertain about what their specific legal responsibilities 
regarding patient data actually were, “and often responded with an overly 
guarded approach to disclosing information.”67 This problem is 
exacerbated by the fact that, in addition to HIPAA, states can have their 
own varying regulations about health data; this creates additional 
confusion and complexity about how to manage health data. 68 
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Considerable nonregulatory barriers exist in the health care sector that 
also limit the availability of data. For example, despite the federal 
government investing to boost the use of information technology in the 
healthcare sector, the United States woefully lags behind global leaders in 
the extent of modernizing health care with IT, particularly through the use 
of electronic health records.69 When data is not in electronic, interoperable 
formats the ability to use that data for AI is severely constrained. Many 
sectors similarly lag in digitization, and organizations in these sectors are 
limited in their ability to use AI as a consequence. Over half of all U.S. 
electricity customers do not yet have smart meters monitoring electricity 
usage.70 No U.S. city yet can truly be considered “smart” because even 
leading cities have only a handful of efforts to deploy sensor networks and 
digitize municipal operations. And despite the promise of smart 
manufacturing, adoption is sluggish and it remains more a hopeful slogan 
than reality.71 

Organizations can have incentives to not share data. For example, many 
healthcare providers and intermediaries actively limit the exchange and 
sharing of patient and other related research data.72 There is a strong 
market incentive for providers and healthcare technology companies to 
restrict the ability of patients to take their data to competing healthcare 
systems and for customers to take their data to other vendors, and though 
this practice, called “data blocking,” is illegal, it can be difficult, if not 
impossible, to prevent and regulators are still determining how to enforce 
the law effectively.73 Similarly, health care researchers have strong 
incentives to keep the data they produce proprietary, such as the desire to 
maximize publications or to ensure that only they can extract value from 
their data, even if sharing the data broadly could advance research or 
improve care.74  

In some cases, there may be strong incentives to share data, but effective 
models to coordinate involved parties do not exist. In many cases, such as 
with health data, academia, government agencies, and the private sector 
could all benefit substantially from sharing data to develop new drugs, 
reduce costs, and gain insights, but stakeholders lack the mechanisms to 
do so while ensuring that this proprietary and sensitive data is protected. 
The United Kingdom is working to address this challenge by developing a 
model for data trusts, which it defines as “not a legal entity or institution, 
but rather a set of relationships underpinned by a repeatable framework, 
compliant with parties’ obligations to share data in a fair, safe, and 
equitable way.”75 Without a coordinating body like a government agency 
specifically devoted to developing and supporting these models, it is 
unlikely that organizations will develop them on their own.  

Finally, another key challenge in ensuring the availability of data to support 
the development and adoption of AI is that in many cases, datasets and 
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data collection efforts are flawed as a result of unequal digital inclusion. As 
every sector of society and the economy become more reliant on AI, being 
excluded or underrepresented in the data used to develop these AI 
systems means that certain individuals or demographics will be unable to 
fully enjoy the benefits that AI can offer. This concept is known as the “data 
divide”—the social and economic inequalities that may result from a lack of 
collection or use of data about an individual or community.76 This occurs 
because data collection can be expensive, and organizations may be 
inclined to make do with the data they have, rather than invest in more 
representative data, or simply because developers are unaware that their 
data is flawed. This is problematic because it can exacerbate or create new 
social and economic inequalities by limiting the utility of AI applications—if 
a community is not represented in a dataset used to train an AI system, 
that system will not consider that community’s wants or needs, and the 
benefits of products and services that rely on that system will flow only to 
some, rather than to all. Additionally, because unrepresentative or 
inaccurate data produces less useful AI, demand for AI-driven products and 
services will be lessened and U.S. firms will reduce its investments in AI 
accordingly. Thus, failing to address the data divide is undesirable for both 
social and economic reasons.  

These barriers exist in many sectors of the economy and can cause a less-
than-optimal amount of data to be available to U.S. companies developing 
AI. France’s national AI strategy describes this challenge perfectly, nothing 
that “The person who collects the data is frequently not the only one to 
benefit from it, or the best placed to capitalize on it; hence the need to 
promote its circulation so as to maximize its economic and social utility.”77  

As part of a national strategy: 
▪ Relevant federal agencies should support the development of 

shared pools of high quality, application-specific training and 
validation data in key areas of public interest, such as agriculture, 
education, health care, public safety and law enforcement, and 
transportation. For example, the NIST should work with law 
enforcement agencies, civil society, and other stakeholders to 
develop shared, representative datasets of faces that can serve as 
an unbiased resource for organizations developing facial 
recognition technology.  

▪ Relevant federal agencies, including the Department of Commerce 
and HHS, should develop and pilot data trusts to facilitate data 
sharing in specific application areas among academia, businesses, 
and government agencies. Congress should also fund and task the 
Department of Commerce to pursue additional innovative models 
for increasing the availability of data. This should include 
facilitating the creation of industry-led data councils to identify 
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barriers to data sharing and developing strategies to overcome 
these barriers.  

▪ Congress and the administration should accelerate efforts to 
digitize all sectors of the economy, including health care, 
education, and municipal issues such as utilities and city 
management. Federal agencies, such as HUD, HHS, DOT, and 
FERC, should identify and implement policies that can drive digital 
transformation in relevant sectors.  

▪ Congress and the administration should encourage the private 
sector to share data for public benefit. There are many examples of 
firms voluntarily making data available for AI research, however 
this is not the norm. Policymakers should consider a variety of 
different approaches to encourage this. For example, France’s AI 
strategy proposes requiring the private sector to share certain data 
sets in select circumstances, when it does not threaten a firms’ 
business and relates to key public interests such as health and 
safety. The United States government should not appropriate data 
from the private sector, but instead take a more collaborative 
approach to identifying such datasets and working with the private 
sector to increase their availability. 

▪ Congress should pass legislation codifying the federal 
government’s responsibility to publish open data. Since 2013, the 
federal government has had a policy of treating its data as open 
and machine readable by default, opening vast troves of 
government data to the public. This data is a crucial public 
resource for businesses, academics, and public-sector employees 
alike, however the government has no legal obligation to continue 
publishing this data. This means that the government may decide 
to stop making certain data available at any time, such as with a 
new administration or agency priorities. Congress should pass 
legislation to codify open data requirements to ensure that 
government data remains available as a valuable source of data for 
AI systems. Congress should also allocate additional funding for the 
federal government’s open data efforts to improve the timeliness, 
quality, and accessibility of its data. 

▪ Relevant federal agencies should ensure data collection efforts 
emphasize reducing the "data divide” and combatting data poverty. 
For the public sector, this means supporting and expanding data 
collection programs that focus on hard-to-reach and 
underrepresented communities. Additionally, this would mean 
ensuring that federal programs devoted to closing the digital divide 
also consider data poverty concerns. More broadly, an agency such 
as NIST could develop educational materials about how to improve 
data collection in the private sector to combat the data divide.  
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▪ Congress should ensure that any national legislation addressing 
privacy considers the importance of data for the development and 
use of AI and does not impose undue restrictions on the collection, 
sharing, and use of data that come at the direct expense of AI 
innovation, such as an opt-in requirement for data sharing. 

AI Skills  
If the AI economy is to expand it will require considerably more workers 
with AI skills. However, the United States is already struggling to meet the 
demand for workers with such skills and this limitation, more so than any 
technical limitation, holds back AI progress.78   

The demand for AI talent is global, compounding the competition for skilled 
workers. A 2017 report from Chinese technology company Tencent 
speculates that there are approximately 300,000 “AI researchers and 
practitioners” employed worldwide, but that the demand for such workers 
is in the millions.79 More concretely, according to Montreal-based research 
lab Element AI, there are only approximately 22,000 people who have 
received PhDs related to AI since 2015 working in the field, with up to 
90,000 people in the world who have the skills necessary to work in the 
field but who have not received their degrees as recently.80  

The United States does have a sizeable talent pool to draw from, as nearly 
half of recent AI Ph.D. holders live and work in the United States.81 AI talent 
is not just limited to Ph.D. holders however, and fortunately the United 
States is home to many strong universities that attract large numbers of 
students interested in pursuing undergraduate and graduate degrees 
related to AI around the world. For example in 2015, the United States had 
slightly over 58,000 graduate students in computer science, 45,800 of 
whom were international students.82 However, only a small percentage of 
these students will be able to stay and work at U.S. firms as the fixed cap 
of H-1B visas, which allow U.S. employers to hire foreign workers with 
specialized skills, is too low to accommodate them and has been 
exhausted for the past 16 years due to high demand.83 In 2015, 348,669 
people applied for an H-1B visa, and only 275,317 were approved.84 Of 
course not all of these applicants were recent graduates with AI skills, but 
this stands in stark contrast to China, which is actively courting young AI 
talent internationally.85 In 2002, just over 1 in 10 Chinese students 
returned home to work after studying abroad, and in 2017, that number 
jumped to just under 8 in 10.86  

Regardless of the supply shortage, the demand for AI talent is growing at a 
dramatic clip.87 According to LinkedIn, job postings seeking “machine 
learning engineers” increased by 980 percent from 2012 to 2017, a far 
larger increase than any other (emerging) job.88 Element AI also found that 
while about 3,000 of the 22,000 recent AI PhD holders are looking for 
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work, there are at least 10,000 open positions that require their skills in 
the United States.89 According to a 2017 MIT Sloan Management Review 
and Boston Consulting Group survey, difficulties in acquiring workers 
skilled in AI was one of the largest reported barriers to AI adoption for 
surveyed organizations.90 And a May 2018 survey of 122 business leaders 
conducted by Ernst and Young found that 80 percent of respondents 
identified a lack of talent as the biggest barrier to AI adoption.91   

The demand for people with AI-specific skillsets alone does not completely 
describe the problem the United States faces. People developing machine 
learning algorithms, for example, do not work in a vacuum and rely heavily 
on a broad ecosystem of workers with more general data science skills, 
such as data governance and security experts, data engineers, and data-
literate managers. A 2017 report from Burning Glass Technologies, which 
analyzes labor market trends, forecasts that the number of positions for 
workers and managers with data science and analytics skills in the United 
States will increase by 364,000 openings by 2020, to 2,720,000.92 
Though not all of such positions would involve work with AI directly, all of 
these skills would be necessary to support a firm’s ability to use AI 
effectively, and there are already signs that the United States cannot 
produce enough workers with the skills necessary to meet this demand. 
The same report found that jobs requiring data science and analytics skills 
go unfilled for 45 days, five days longer than average, and more 
sophisticated analytics roles take considerably longer to fill.93  

The shortage of skilled AI workers also creates negative externalities for 
the education pipeline. Because there is such a shortage, firms are willing 
to pay a premium for workers with much-sought-after AI skills, often 
attracting leading academics away from universities, which limits the pool 
of AI experts available to teach these skills. For example, in May 2015, 
Uber hired 40 researchers and scientists from Carnegie Mellon University’s 
National Robotics Engineering Center to support its autonomous vehicle 
development.94 Similarly, as of late 2017, six of twenty AI professors at the 
University of Washington are on full or partial leave to work for the private 
sector, and four of the most renowned AI researchers in academia have 
taken leave or fully left their professorships at Stanford University.95 Data 
from the National Science Foundation suggests this trend is endemic, with 
58 percent of new computer science PhDs taking jobs in the private sector 
in 2015, rather than staying in academia, up from 38 percent in 2005.96 
This is due in no small part to the fact that in 2014, the median annual 
salary for postdocs in computer science was $55,000 at universities and 
$110,000 in the private sector, but also because of the severe shortage of 
graduates with doctoral degrees in AI.97  

This shortage of workers with AI and complementary data science skills will 
only grow worse without policymakers’ intervention.98  
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As part of a national strategy: 
▪ Congress should invest in cultivating AI talent. Countries such as 

Canada and the United Kingdom have launched initiatives to do 
just that, and the United States should adapt these approaches. 
For example, Canada’s AI strategy funds programs to attract and 
retain AI talent in Canadian universities.99 Similarly, the United 
Kingdom’s AI Sector Deal describes how the government will fund 
at least 1,000 AI PhD students by 2025.100 NSF should create a 
competitive computer science fellowship program that pays for a 
stipend to at least 1,000 U.S. citizens or permanent residents to 
receive their PhD in computer science.  

▪ Congress should fund and authorize a program at NSF to provide 
competitive awards for up to 1,000 academic AI researchers for a 
period of five years. Awards should be conditional on remaining in 
academia for five years. Though individual businesses may benefit 
from attracting the best AI talent away from universities, the overall 
AI innovation ecosystem in the United States suffers. These awards 
would incentivize more AI researchers to stay in academia and help 
U.S. universities meet the demand for AI skills.  

▪ Congress should enable more foreign AI talent to work in the United 
States. Increase the cap on H-1B visas to ensure U.S. firms can  
hire as much AI talent as they need. To the extent global AI talent 
works in the United States, they are not profiting competitors in  
other nations. 

▪ Federal agencies should address barriers that limit the number of 
students able to take computer science courses at the university 
level. NSF should provide grants to colleges and universities that 
have increased or are implementing programs to increase 
enrollment and retention in computer science. The federal 
government should also require increased transparency as a 
prerequisite for receiving NSF awards. For instance, schools should 
be required to monitor and disclose the number of computer 
science applicants, prospective majors, and their retention rates in 
computer science subjects. Ideally this would be done for all  
STEM disciplines. 

Research and Development 
Public and private R&D investment is a crucial driver of innovation and 
economic growth. Government investments in R&D have played a key role 
in many major technology advances over the past several decades, 
including the Internet, search engines, GPS, supercomputing, speech 
recognition, assistive robotics, and the underlying technologies in  
the smartphone.101  
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However, federal investment in R&D as a share of GDP has fallen from 
1.86 percent in 1964 to just 0.66 percent in 2015.102 And private-sector 
R&D as a share of GDP has largely stagnated with almost no increase 
since 2000, and with less going to basic and applied research.103 This is 
why public and private R&D investment in applied research as a share of 
GDP has fallen over the last two decades.104  

Notwithstanding the fact that major IT companies invest in AI research, 
federal R&D investment is needed to continue advance AI. This is because 
companies tend to invest in later stage applied research and development, 
rather than more foundational basic and early stage research. As stated in 
NITRD’s 2016 National Artificial Intelligence Research and Development 
Strategic Plan, “some important areas of [AI] research are unlikely to 
receive sufficient investment by industry, as they are subject to the typical 
underinvestment problem surrounding public goods.”105  

In 2015, the federal government invested approximately $1.1 billion in 
unclassified AI R&D.106 And the Defense Advanced Research Projects 
Agency’s (DARPA) “AI Next” campaign has committed to investing $2 billion 
in new and existing AI research initiatives.107 Efforts to increase R&D 
coordination are likely to be beneficial. This is why NITRD’s AI R&D 
Strategic Plan includes steps for better coordination of federal R&D 
investment in AI. But more coordination is not enough; more money is 
needed as it appears that much more AI research could be productively 
funded. For example, while NSF funded $122 million in core AI research in 
2017 it received $174 million in additional proposals for AI research that it 
deemed either competitive or highly competitive, but that it did not have 
the budget to support.108 

Other nations are increasing AI R&D at a more rapid pace. As Amir 
Khosrowshahi, vice president and chief technology officer of Intel’s 
artificial intelligence group, writes, “federal funding levels are not keeping 
pace with the rest of the industrialized world.”109 For example, China’s AI 
development plan, released in 2017, details the country’s plans to grow its 
AI industries by $22.15 billion by 2020 and $59.07 billion by 2025 in part 
through significant R&D investments.110 The European Union has 
acknowledged the importance of increasing both public and private R&D in 
AI, with the goal of increasing it from €4-5 billion ($4.6-5.8 billion) in 2017 
to €20 billion ($23.2 billion) by 2020, and continuing to increase it beyond 
that.111 To achieve this, the European Commission has stated its intention 
to increase funding of AI R&D in its Horizon 2020 research program to 
€1.5 billion by the end of 2020, and has encouraged member states to 
make similar investments.112  

In summary, failure to boost funding for AI research will put the United 
States at a disadvantage in the global AI race.  
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As part of a national strategy: 
▪ Congress should substantially increase R&D funding for AI, with a 

particular emphasis on basic and applied research. Exact dollar 
amounts can be debated, but at the very least Congress should 
provide funding to fully support R&D efforts where the potential 
supply of high-quality research is greater than the supply of funds. 
For example, Congress should appropriate at least an additional 
$200 million annually to NSF for AI research.   

▪ Federal agencies should support R&D for all kind of AI applications. 
It is a mistake for federal agencies to support only certain kinds of 
AI and related technologies. For example, NSF’s National Robotics 
Initiative supports only research that augments, not replaces 
workers.113 While augmenting human labor is a valuable 
application of AI, AI that can replace a human worker does more to 
boost productivity and should at minimum be on as equal a footing 
for support as AI that complements workers.  

▪ Congress should increase the R&D tax credit to keep pace with 
competing countries. A healthy AI ecosystem requires both 
government and business funding of AI research. Companies will 
do more AI research in the United States if the R&D tax credit is 
more generous. However as of 2017, the United States ranked 
32nd of OECD in terms of R&D tax credit generosity, behind 
countries such as Canada, China, Germany, and Japan.114 And in 
2018, a number of nations created or expanded their R&D tax 
incentives.115 Meanwhile, the 2017 tax legislation passed by 
Congress in 2017 actually increased the after-tax cost of research 
spending, reducing the incentives of companies to invest in 
research.116 As such, Congress should increase the Alternative 
Simplified Credit from 14 percent to 20 percent.117  

Accelerate Public Sector Adoption of AI, Including for National Security 
One of the most important things government can do to spur AI is to be a 
robust adopter of AI technologies. This helps drive AI innovation and  
cost reduction. 

However, while the public and private sectors face many of the same 
challenges in adopting AI, such as a need for skilled workers and robust 
data sets, the public sector faces unique challenges. These include 
outdated IT infrastructures, limited funding for capital expenditures, and 
risk aversion, among others.118 One key challenge is a lack of awareness 
about the technology and its benefits. As Niall Brennan, former chief  
data officer at the Centers for Medicare and Medicaid Services (CMS), 
lamented: “While we did a ton of data work and re-centered and 
reengineered CMS as a more data-driven organization, I’m afraid AI is so 
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far off its radar screen that if you said AI to somebody at CMS they might 
think you were talking about Allen Iverson.”119  

To its credit, the Trump administration has directed federal agencies to 
pursue AI, particularly in the contexts of R&D and national security.120 In 
addition, while the President’s Management Agenda, released in March 
2018, does not specifically reference AI, it does emphasize IT 
modernization and improved used of data as key drivers of government 
transformation.121 The Office of Management and Budget (OMB) is also 
working in conjunction with the Office of Science and Technology Policy 
(OSTP) and other agencies to develop a Federal Data Strategy, which will 
emphasize principles such as enterprise data governance, decisionmaking, 
and innovation.122 This could involve AI directly or support government AI 
adoption indirectly.  

Compounding these challenges is the shortage of government workers 
equipped to work with AI. While this challenge is not unique to government, 
the public sector struggles to compete with the private sector in attracting 
and retaining AI talent. As the demand for workers with AI skills increases, 
the public sector will have an even harder time recruiting this talent, as the 
private sector has greater flexibility to offer more attractive salaries and 
benefits than the government. With fewer employees familiar with AI, 
government agencies will be less aware of the ways in which AI could 
benefit their missions. And without this expertise, procurement managers 
will be less able to effectively facilitate AI adoption.  

Congress has introduced the bipartisan Artificial Intelligence in 
Government Act (S. 3502) explicitly to direct agencies to consider AI in their 
planning and would address many of these strategic shortcomings, 
including by establishing an AI advisory board for government and directing 
OMB to study how to foster the necessary workforce skills for effective AI 
adoption within government. However the bill has yet to be passed.123   

Removing barriers to public-sector adoption of AI to enable the government 
to be a lead adopter of the technology would have important secondary 
benefits beyond improving agency mission delivery. Federal agencies 
implementing AI on an enterprise scale would help reduce the perceived 
risk of the technology and spur additional adoption in the private sector. 
This would also spur state and local governments, which often look to the 
federal government as a model, to also support and adopt. For example, 
the launch of the Obama administration’s open data policy for federal data 
in May 2013 prompted many state, city, and county government to  
follow suit.124     

AI adoption should be of particular concern for the defense community. 
U.S. national security agencies are well aware of the benefits AI can offer 
for national security and intelligence, recognizing that maintaining the lead 



 
 

  
 

CENTER FOR DATA INNOVATION 33 

in AI would help the United States maintain information superiority and 
enable faster and more accurate decisions both on and off the 
battlefield.125 DoD is investing in AI in fields including intelligence collection 
and analysis, logistics, cyberspace operations, command and control, and 
autonomous military vehicles.126  

Though the DoD and the intelligence community have been at the forefront 
of AI development and adoption in government, they are still “waiting for 
AI,” as they face the same obstacles in taking advantage of AI as the rest of 
the public sector as well as unique challenges that make doing so 
difficult.127 Addressing these obstacles should be a key component of a 
national AI strategy because, as an April 2018 report from the 
Congressional Research Service assessing the implications of AI for 
national security notes, “International rivals in the AI market are creating 
pressure for the United States to compete for innovative military AI 
applications.”128 Concerns about other countries overtaking the United 
States in the use of AI for defense has been a focus of the Senate Select 
Intelligence Committee’s annual hearing on worldwide threat assessment 
for the past two years. At the 2017 hearing, Director of National 
Intelligence Daniel Coates stated that ‘The implications of our adversaries' 
abilities to use AI are potentially profound and broad. They include  
an increased vulnerability to cyber-attack, difficulty in ascertaining  
attribution, [and] facilitation of advances in foreign weapon and 
intelligence systems…’”129 

The obstacles limiting the use of AI to enhance national security include 
acquisition challenges, insufficient funding, and oversight questions.  

Acquisition challenges are likely the largest barrier to the use of AI for 
national security purposes. The commercial sector drives the development 
of AI. However, defense agencies have different priorities, expectations, 
and limitations than the private sector, making purchasing AI systems or 
contracting their development from the private sector problematic. First, 
many dual-use AI technologies—commercial technologies that also have 
military applications—will likely require significant modification to meet the 
needs of defense agencies. For example, the private sector is investing 
heavily in developing autonomous vehicles, but for civilian use—they will 
operate on public roads which have common rules and known obstacles, 
large amounts of navigation and mapping data, and a set range of likely 
driving conditions. By contrast, an autonomous military vehicle could need 
to drive off-road, in poorly mapped or unmapped areas, in extreme 
conditions, and in close proximity to humans—operating conditions that 
would likely make the use of commercial autonomous vehicles highly 
specialized for civilian use infeasible.130  

Simply put, the performance and safety standards for civilian AI 
applications will likely differ significantly from military needs and 
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standards. However, there is no commercial or government body 
responsible for the testing and validation of AI performance or safety 
standards, making determining whether a commercial AI system is fit for 
military use a cumbersome process, likely requiring tailored versions of 
commercial technologies and experts within agencies to determine 
whether individual products meet their standards.131  

DoD’s acquisition process itself poses significant obstacles to purchasing 
AI technologies due to its sluggishness. DoD Instruction 5000.02, which 
governs this acquisition process, requires a lengthy, multi-phase process 
for acquiring new technologies that an internal analysis found to take an 
average of 91 months.132 This process is off-putting to technology firms 
that might otherwise be interested in doing business with DoD. For 
example, the Government Accountability Office found that 12 companies 
that decided to not do business with DoD all cited the laboriousness of this 
process as their reason for not doing business.133  

A study from the Center for New American Security also found that leading 
U.S. technology companies lack the incentives to collaborate with the 
Department of Defense.134 Conversely, DoD leadership found working with 
the technology sector to be challenging due to technology firms’ insistence 
on preserving their intellectual property. This poses challenges for AI 
because firms typically sell or license their applications to DoD, rather than 
the code itself, whereas DoD has a strong interest in scrutinizing this code 
to ensure it can meet its safety and performance standards.135 Overall, the 
study found that 80 percent of leadership in top Silicon Valley technology 
firms rated their collaboration with DoD as “poor” or “very poor.”136  

Thus, even though its strong technology sector is one of the United States’ 
main advantages over other countries when it comes to AI, DoD is limited 
in its ability to work with U.S. technology firms.  

Even if procurement challenges were to be addressed, defense agencies 
may simply lack the funding to pursue AI effectively. Lieutenant General 
John Shanahan, who leads the Pentagon’s algorithmic warfare team 
Project Maven, has singled out funding as a barrier to the increased use of 
AI, and the Army Science Board said in a 2017 report that it lacks sufficient 
funding to pursue AI and other disruptive technologies.137 While more 
funding may be needed, DoD also needs an effective method for tracking 
defense spending on AI. DoD appropriations are coded with different 
program elements (PE) based on their area, such as “computer and 
software technology” or “ground robotics,” however there is no PE 
specifically for AI.138 Organizations within DoD may categorize AI funding in 
many different ways because of this, making it difficult to identify exactly 
how much DoD is spending on AI compared to how much it is spending on 
larger projects for which AI is just a component. 
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Finally, questions about how to oversee DoD’s use of AI, if unanswered or if 
answered poorly, can stymie the ability of the United States to capture the 
benefits of AI for national security. Most pressing are questions about the 
development and application of Lethal Autonomous Weapons Systems 
(LAWS). The debate about if, when, and how a country should deploy LAWS, 
whether fully or only partially autonomous, is contentious and has drawn 
the attention of numerous national and international bodies, as well as 
many activist groups. As of an April 2018 meeting of the United Nations 
Convention on Conventional Weapons (UN CCW), 26 nations have 
endorsed banning fully autonomous weapons, while France, Israel, Russia, 
the United Kingdom, and the United States opposed this call.139  

Even if these questions are answered, some will continue to oppose 
defense development and use of AI. Indeed, some leading AI scientists 
have publicly stated that they will not do work that helps the military 
develop any AI capabilities and they encourage other AI scientists to follow 
suit.140 And groups such as the Campaign to Stop Killer Robots have 
argued against military funding for AI despite the fact that the U.S. 
Department of Defense has a policy on autonomous weapons systems.141   

While debating the ethical and safety implications of new kinds of military 
technologies is appropriate, there should be no mistake: opposition to 
military use of AI will slow the development of AI technology and harm both 
U.S. national security and competitiveness.142 For example, a fully 
autonomous tank will likely rely on large portions of the same algorithms 
and data used to develop a fully autonomous military transport vehicle.  

As part of a national strategy: 
▪ Congress and the administration should support efforts to foster 

communities of practice and raise awareness about AI within the 
public sector. For example, the General Services Administration’s 
Emerging Citizen Technology Office (ECTO) coordinates 
government-wide deployments of AI applications and helps foster 
relationships between government employees interested in AI and 
firms working on public-sector applications of AI.143  

▪ Congress should provide agencies with venture capital funds to 
pilot AI initiatives.  

▪ Federal agencies should establish domain-specific programs to 
spur AI adoption. For example, the Department of Defense’s 
recently established Joint Artificial Intelligence Center (JAIC) will 
help teams “to swiftly deliver new AI-enabled capabilities and 
effectively experiment with new operating concepts in support of 
DoD’s military missions and business functions.”144 Other 
departments, such as HHS and DOT, should consider developing 
similar programs.  
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▪ The White House should establish a strategic initiative devoted to 
AI in the CIO Council. There is currently an initiative devoted to 
“data analytics and big data” that would likely cover certain 
aspects affecting AI adoption, however there should be a more 
explicit focus on AI.145  

▪ The General Services Administration (GSA) should work with state 
government CIOs to share best practices for AI implementation and 
develop shared resources to make it easier for state officials to 
learn about and procure AI technologies. 

▪ Defense agencies should prioritize the use of AI to support their 
missions to protect national security.  

▪ DoD should create a body with both government and industry 
stakeholders to accelerate the adoption of dual-use AI technologies 
by the military. This could include publishing performance and 
safety standards for various key military AI applications so industry 
could more readily develop those solutions or creating guidelines 
for modifying commercial AI applications for military use.  

▪ DoD should establish a cross-agency task force to identify 
opportunities to simplify the acquisition process for AI.  

▪ DoD should pursue and expand the use of alternative acquisition 
mechanisms as a workaround for cumbersome procurement 
policies. For example, the 2016 National Defense Authorization Act 
granted DoD the permanent Other Transaction Authority (OTA), 
which allowed DoD to circumvent the traditional acquisition 
process in certain circumstances.146  

▪ DoD should foster better relationships between DoD and the U.S. 
technology industry, such as by expanding industry outreach efforts 
like DoD’s Defense Innovation Unit Experimental (DIUx) designed to 
make it faster for DoD to take advantage of emerging commercial 
technologies.147 There should be a specific emphasis on creating 
greater incentives for technology firms to work with DoD.  

▪ DoD should establish a new Program Element (PE) specifically for 
AI to increase the visibility of AI appropriations.148  

▪ Congress should prioritize the development and adoption of AI in 
defense spending. This could entail either focusing greater 
attention on AI projects relative to less-important work or increasing 
overall spending.  

▪ Congress and the administration should support productive 
conversations about the appropriate way to oversee the use of AI 
for national security. This will include rejecting bans on LAWS and 
differentiating between concerns about LAWS specifically and 
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broader concerns about different military activities, which are often 
the underlying concern in these discussions.  

▪ Congress and the administration should recognize that the benefits 
of AI to national security are too important to let concerns about 
LAWS oversight or other defense activities involving AI limit national 
security AI support and adoption, particularly because foreign 
adversaries will pay little heed to such oversight concerns and gain 
a competitive advantage in certain areas of AI.  

Spur AI Development and Adoption in Industry, Including Through 
Sector-Specific AI Strategies  
Many nations look to AI as an important driver of growth and as such they 
are putting in place a host of development policies designed to grow their 
domestic AI industry. The United States needs to do the same to ensure its 
AI industry is robust and globally competitive.  

The first place to start is with an understanding that sectors face different 
challenges in AI adoption and use. As such, a federal AI strategy needs to 
have a sector-based focus where agencies that have a significant impact 
on particular sectors identify barriers and opportunities for AI 
transformation. In some cases, that influence is regulation. For example, 
the financial sector is influenced by a number of federal regulators. In 
other cases, the influence is through direct funding, such as for education. 
For example, state departments of education often rely on the federal 
Department of Education for guidance, coordination, and funding. In 
addition to finance and education, these key sectors include, but are not 
limited to, agriculture, energy and utilities, health care, and transportation.  

Agencies have broad authority to influence the ability and willingness of 
firms and organizations under their purview to develop and use AI. For 
example, DOT has published several versions of its Federal Automated 
Vehicles Policy since its original introduction in September 2016.149 The 
current draft version, “AV 3.0,” focuses on reducing policy uncertainty that 
could impede the development and adoption of autonomous vehicles and 
outlines key considerations and best practices for state transportation 
authorities and regulators, local governments, and the private sector.150 
Likewise, the Department of Education could support AI tools to help 
improve pedagogy in K-12 schools and the National Institutes of Health 
could expand its efforts to develop large health data sets for training AI-
powered diagnostic support systems, which would encourage their 
adoption throughout the healthcare sector. In addition, within health care 
the federal government is a major purchaser of services, with the Veterans 
Administration and the DoD both providing health care services. 

In addition, local, state and national government economic development 
programs can help firms develop and implement AI.  
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As part of a national strategy: 
▪ Federal agencies should work with industry to create strategies for 

supporting AI adoption in relevant sectors of the economy. These 
strategies should provide guidance about how best to leverage AI 
to advance agency missions as well as identify opportunities to 
encourage AI adoption in relevant industries, such as by proactively 
providing guidance on policy questions, ensuring that procurement 
supports AI, ensuring regulations do not limit AI usage, and creating 
incentives for firms to invest in AI. These strategies should be 
updated regularly as agencies become more familiar with the 
technology and as AI matures, creating new challenges and 
opportunities to address.  

▪ The Department of Commerce should establish organizations 
designed to advance the development of innovative AI applications 
in various sectors. For example, Manufacturing USA, overseen by 
federal agencies including the Department of Commerce and the 
Department of Energy, is a network of research institutes focused 
on fostering innovation and collaboration in the manufacturing 
sector, including the Advanced Robotics for Manufacturing public-
private partnership in Pittsburgh, which focuses on AI and 
automation.151 Using this model, agencies should support similar 
institutes that include industry, academia, and government agency 
resources to advance AI in other sectors such as city management 
and precision medicine.    

▪ Congress should direct the Economic Development Administration 
to enable state governments to foster AI industry development. 
Congress should appropriate funds for the Economic Development 
Administration to create a state economic development 
competition in which states would compete for funds to establish 
their own state development plans and policies for supporting AI 
development, especially through new startups.  

Shape Trade Policies to Allow AI to Flourish 
The practices of other countries can have a significant impact on how 
effectively U.S. firms can develop and deploy AI. In particular, efforts to 
restrict how data can move across borders limits the amount of data at the 
disposal of U.S. businesses. As of May 2017, 34 countries have proposed 
or enacted restrictions to the free flow of certain kinds of valuable data, 
including certain kinds of financial data, personal data, and data from 
emerging digital services such as online publishing.152 Countries often 
attempt to justify these barriers on the grounds of preserving privacy and 
security, despite the fact that data localization does not in any way 
guarantee either. In reality these approaches are mercantilist in nature, 
designed to prop up domestic industries at the expense of productivity.153 
It is difficult to quantify exactly the harm these barriers cause to the United 



 
 

  
 

CENTER FOR DATA INNOVATION 39 

States’ ability to develop AI, but it is no doubt significant. A 2014 study 
from the International Trade Commission (ITC) found that removing these 
barriers to data flows and digital trade would increase U.S. GDP by $16.7 
to $41.4 billion annually.154   

The United States has sought to protect cross border data flows in previous 
trade agreements but with limited success. The Trans-Pacific Partnership 
(TPP), now the Comprehensive and Progressive Agreement for Trans-Pacific 
Partnership (CPTPP), was the first international trade agreement with 
explicit language governing the flow of data across borders.155 However, 
since the United States withdrew from the TPP, it has less leverage to lobby 
for these protections abroad.  

Fortunately, the United States secured protections for cross border data 
flows in the United States-Mexico-Canada Agreement (USMCA). Article 
19.11 of USMCA prevents parties from restricting “the cross-border 
transfer of information, including personal information, by electronic 
means if this activity is for the conduct of the business of a covered 
person.”156 Additionally, Article 19.12 prevents parties from requiring 
people or firms “to use or locate computing facilities in that Party’s territory 
as a condition for conducting business in that territory.”157 In effect, these 
provisions prevent parties from enacting protectionist data localization 
requirements that inhibit the flow of data across borders.  

USMCA includes several other data-related provisions important for AI that 
can serve as a model for future trade negotiations. For example, USMCA is 
the first trade agreement in the world to promote the publication of open 
government data, and though the deal does not require parties to publish 
open government data, it nonetheless supports the availability of valuable 
open data as a public resource that can spur AI development.158 
Additionally, USMCA provides much needed protections for source code. 
Article 19.16 prevents parties from requiring “the transfer of, or access to, 
source code of software owned by a person of another Party, or to an 
algorithm expressed in that source code, as a condition for the import, 
distribution, sale or use of that software, or of products containing that 
software, in its territory.”159 This is important for data innovation because it 
reduces the risk of parties imposing mandates for algorithmic transparency 
on AI systems developed in other countries thereby exposing them 
to considerable intellectual property risks. It is easy to imagine how some 
countries could use algorithmic transparency requirements to force foreign 
firms to reveal intellectual property that would aid domestic firms. While 
the agreement would still allow parties to enact algorithmic transparency 
mandates for all firms, both foreign and domestic, this provision prohibits 
them using algorithmic transparency as a protectionist measure. 

 

http://www2.datainnovation.org/2018-algorithmic-accountability.pdf
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As part of a national strategy: 
▪ The United States Trade Representative (USTR) should continue to 

advocate for cross-border data flow protections in all future trade 
negotiations. 

▪ USTR should continue to fight source code disclosure requirements 
other nations may enact to unfairly disadvantage U.S. firms or 
exploit their intellectual property.  

Foster Innovation-Friendly Regulation 
As the public and private sectors increasingly rely on AI to make important 
decisions with substantial social and economic impacts, there are 
concerns that AI will exacerbate systemic bias, reduce privacy, or cause 
other harms. Concerns about the potential harms of AI can have a chilling 
effect on AI acceptance. Consumers’ distrust of AI will drive down demand 
for AI products and services, and businesses in turn will be less likely to 
develop or offer these products or services. For example, according to a 
2017 Pew survey, 76 percent of Americans say they would not want to 
apply for jobs where the employer uses a computer program to make hiring 
decisions.160 Few, if any, companies, would invest in AI hiring software if it 
made their hiring process that much less competitive, regardless of the 
benefits to efficiency or productivity the AI could offer.  

Thus, there is a need for regulatory action that addresses potential harms 
without inhibiting AI innovation. Unfortunately, the most popular proposals 
to address these concerns would do little to protect consumers but would 
substantially harm AI innovation. To develop innovation-friendly regulation, 
it is necessary to understand how consumer harms could arise from AI and 
why most current proposals would be both ineffective and detrimental to 
U.S. competitiveness in AI. In most cases, the challenges AI poses to 
traditional governance stems from its complexity and scalability.161 AI can 
involve extraordinarily complex decision models involving millions of data 
points and thousands of lines of code, and these models can change over 
time as they encounter new data. Further complicating things, in many 
cases, developers lack the ability to precisely explain how their algorithms 
make decisions, and instead can only express the degree of confidence 
they have in the accuracy of the algorithms’ decisions.162 The difficulty 
arises from the fact that while developers or operators can control what 
data goes into their systems, and instruct algorithms how to weigh different 
variables, it can be challenging, if not impossible, to program their systems 
to explain or justify their decisions.163 As a result, many have labeled these 
algorithms as impenetrable black boxes that defy scrutiny.164 

It is important to recognize that in most cases flawed AI will hurt the 
organization using it. Therefore, firms do have some incentives not to use 
biased or otherwise flawed algorithmic decision-making. For example, 



 
 

  
 

CENTER FOR DATA INNOVATION 41 

banks making loans would be motivated to ensure their AI is not biased 
because, by definition, errors such as granting a loan to someone who 
should not receive one, or not granting a loan to someone who is qualified, 
costs banks money. In some cases, the cost of using flawed AI may be 
reputational, and a company will lose market share to a competitor that 
ensured their AI did not cause harm, creating similar financial incentives to 
avoid using biased or otherwise flawed AI.  

However, there are cases where the cost of the harm falls largely on the 
subject of an AI algorithm’s decision, and in these cases incentives to 
avoid harmful AI may be diminished or may not exist at all. Biased 
algorithms in parole decision systems, for instance, hurt individuals who 
are unfairly denied parole, but impose little cost on a court system. A court 
system does not have an explicit financial incentive to be fair, and a person 
standing trial cannot simply take their case to a competing court system. In 
such cases, existing legal frameworks may not be sufficiently equipped to 
respond quickly or effectively to mitigate this risk. These situations are 
more likely to arise in the public sector, where market forces play a 
diminished role in influencing how AI is used compared to the  
private sector.  

Thus, there is some validity to the concerns that existing legal and 
regulatory frameworks may be insufficient to effectively protect against 
these kinds of potential harms AI can produce. However, the most popular 
ideas about how to address potential harms are flawed. In particular, many 
have expressed support for mandating algorithmic transparency, which 
requires organizations to expose their algorithms and information about 
their data to some degree of public scrutiny.165 Similarly, many have 
expressed support for algorithmic explainability, which requires the parties 
responsible for deploying an algorithm, or an “operator,” to make their 
algorithms interpretable to end users, such as by having operators 
describe how their algorithms work or by using algorithms capable of 
articulating rationales for their decisions.166   

While transparency and explainability are fundamentally different 
concepts, they share many of the same flaws as a solution for regulating 
algorithms. First, they hold algorithmic decisions to a standard that simply 
does not exist for human decisions. As the Electronic Privacy Information 
Center (EPIC) describes, “Without knowledge of the factors that provide the 
basis for decisions, it is impossible to know whether government and 
companies engage in practices that are deceptive, discriminatory, or 
unethical. Therefore, algorithmic transparency is crucial to defending 
human rights and democracy online.”167 This argument fails to recognize 
that algorithms are simply a recipe for decision-making. If proponents of 
algorithmic transparency and explainability are concerned that these 
decisions are harmful, then it is counterproductive to call for algorithmic 
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decisions alone to be transparent or explainable, rather than for all aspects 
of all decisionmaking to be made public or explained. If blanket mandates 
for transparency and explainability are appropriate for algorithmic 
decisionmaking, but not human decisionmaking (which itself is often 
supported by computers), logic would dictate that human decisions are 
already transparent, fair, and free from unconscious and overt biases. In 
reality, bias permeates every aspect of human decisionmaking, so to hold 
algorithms to a higher standard than for humans is simply unreasonable. 
For example, research shows taxicabs frequently do not pick up 
passengers based on their race, and employers may eliminate job 
applicants with African-American sounding names despite their sufficient 
qualifications.168 Yet, understandably, taxi drivers are not required to 
publicly report their reasons for not picking up every passenger they pass 
by, and employers do not have to publish a review of every resume they 
receive, with detailed notes explaining why they choose not to offer a 
particular candidate a job, because laws and regulations for these sectors 
focus on outcomes, not unconscious bias. If EPIC and other proponents of 
algorithmic transparency and explainability worry that such broad 
categories of decisions have the potential to be harmful due to the 
influence of bias, then they should advocate for transparency and 
explainability in all significant decisionmaking, as an algorithm’s 
involvement in those decisions is irrelevant. By targeting algorithms 
specifically however, such proposals risk imposing significant regulatory 
costs on the use of AI for a wide array of benign or beneficial applications, 
disincentivizing its adoption at the direct expense of the productivity of  
U.S. firms.  

Importantly, calls for algorithmic transparency and, sometimes, for 
algorithmic explainability discount the value of proprietary software. 
Requirements to publicly disclose source code or information about the 
inner workings of software would reduce incentives for a company to invest 
in developing algorithms, as competitors could simply copy them. While 
copyright laws could reduce this risk in countries with strong intellectual 
property protections like the United States, this would make it significantly 
easier for bad actors in countries that routinely flout intellectual property 
protections, such as China, to steal source code.169 

The ideal method to minimize the potential harms of AI would be to pursue 
regulatory frameworks based on algorithmic accountability: the principle 
that an algorithmic system should employ a variety of controls to ensure 
the operator (i.e., the party responsible for deploying the algorithm) can 
verify it acts in accordance with its intentions, as well as identify and rectify 
harmful outcomes.170 Algorithmic accountability promotes desirable 
outcomes, protects against harmful ones, and ensures algorithmic 
decisions are subject to the same requirements as human decisions. This 
approach is technology neutral, granting operators flexibility to employ a 
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variety of different technical and procedural mechanisms to achieve 
algorithmic accountability. Importantly, algorithmic accountability is 
relevant only when an application of algorithmic decisionmaking poses 
potential harms significant enough to warrant regulatory scrutiny, and not, 
for example, applications that only pose the risk of minor inconveniences 
should the algorithms involved be flawed. 

The first step in achieving algorithmic accountability is determining whether 
algorithms are working the way their operators intended. If the answer is 
yes, and it is causing harm, then it is important to recognize that 
regulations already exist in various industries that prohibit racial 
discrimination, require due process, and so on. When an operator intends 
to cause harm, whether or not they use an algorithm to do so should be 
irrelevant. There are a variety of different technical and procedural 
mechanisms that can be employed, when contextually relevant, to make 
the determination of whether a harm is intentional. These include: 
transparency, explainability, confidence measures, and procedural 
regularity. In most cases, operators would likely have to employ a 
combination of several of these mechanisms in order to be confident an 
algorithm is acting as they intended. This is not meant to be a 
comprehensive list of all the ways an operator can verify an algorithm is 
acting as intended, as there may be methods that are only useful in niche 
circumstances or that have yet to be developed. 

Simply taking steps to verify an algorithm is acting as intended is not 
enough to ensure it is not also producing harmful outcomes. Thus, an 
accountable algorithmic system must also allow operators to identify and 
minimize harmful outcomes. This is an important capability because it 
allows for organizations to responsibly deploy algorithms despite not being 
able to predict or control for every possible harmful outcome that could 
arise from an algorithm’s decisions—which would likely be impossible and 
could severely limit the utility of algorithms. There are a variety of methods 
to accomplish this that allow operators to take meaningful steps to 
minimize harms. These include, but are not limited to, impact assessment, 
error analysis, and bias testing. Importantly, these are not simply just post 
hoc controls—operators can and should apply these steps throughout the 
entire process of developing and deploying an algorithm, and continuously 
employ them throughout the time an algorithm is in use. 

Using an algorithmic accountability framework, regulators can take a 
straightforward approach to evaluating and punishing operators whose 
algorithms violate existing laws or regulations and produce significant 
harms worthy of regulatory scrutiny. Importantly, this standard is open to 
interpretation and will change over time as market forces, social norms, 
new technologies, and other factors shape the use of algorithmic  
decision-making. 
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When operators violate existing laws or regulations using an algorithm, 
regulators should first examine whether and how effectively the operator 
can demonstrate they had controls to ensure the algorithm was acting as 
intended. Operators could be subject to higher levels of punishment if a 
significant harm occurred and no such controls were present, or if 
operators were careless or superficial in their approach to meeting this 
standard. If these controls were thorough and implemented appropriately, 
a regulator could likely determine the operator was not acting with 
negligence or with intent to harm. At this point, regulators could conduct a 
similar analysis of whether and how effectively the operator could identify 
and rectify harmful outcomes. If operators fail to meet this standard, then 
a regulator could conclude they were irresponsible in their efforts to 
minimize the potential harms of their algorithms and again be subject to 
more punishment. 

In select cases where market forces are muted, and significant harm is 
possible, it may be appropriate for policymakers to dictate specific 
requirements for algorithmic accountability. This is particularly relevant in 
the criminal justice system. Caleb Watney, a technology policy fellow at the 
R Street Institute, argues that because the concept of transparency is 
central to the goals of the justice system, as indicated by countless court 
precedents and statutory obligations, such as the Freedom of Information 
Act and other “sunshine” laws, it would be appropriate to mandate all 
algorithms that influence judicial decisionmaking be open-source.171 

Though this transparency may not shed much light on how more advanced 
machine learning systems work, there is likely a compelling public interest 
in ensuring these algorithms are nonetheless exposed to the highest 
degree of scrutiny possible. Similarly, it would likely be appropriate for 
policymakers to mandate that public agencies conduct thorough impact 
assessments for algorithms they intend to use in decisions with high social 
or economic consequences, such as the administration of entitlement 
programs.172 However, any such rules should be narrow and targeted to 
identifiable harms that algorithmic decisionmaking could cause in a 
specific context. 

Enforcing algorithmic accountability in this way would have important 
benefits. If operators know this framework exists, they can take proactive 
steps to ensure they embrace algorithmic accountability, such as by 
modifying existing systems to increase their transparency, or by 
discontinuing the use of algorithms that fail to meet these standards. 
Similarly, this would send a market signal to developers about what 
customers will expect of an algorithmic system, thus encouraging them to 
provide algorithms with the necessary capabilities or risk losing market 
share to competitors that do so.173  
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Finally, as noted above, one of the most important inputs for the AI 
economy is data, and as such any national strategy should enable 
organizations to collect, manage and use data effectively. However, even if 
the United States were to develop a national AI strategy, new privacy rules 
could easily undermine this strategy. For example, many in the United 
States have advocated for the adoption of privacy laws similar to those of 
the EU’s General Data Protection Regulation (GDPR), which would limit AI 
development and use.174 Some provisions of GDPR, including the right to 
erasure and the prohibition on repurposing data, will significantly limit the 
ability of organizations to access the data necessary to develop and use AI 
effectively. For example, AI systems that operate using unsupervised 
machine learning—those that improve themselves, without outside help, by 
learning from the data they process—will be required to “remember” all the 
data they used to train themselves in order to sustain rules derived from 
that data.175 However, erasing data that underpins key rules in an AI 
system’s behavior can both make it less accurate and limit its benefit to 
other data subjects—or even break it entirely. Additionally, the GDPR 
imposes a general prohibition on using data for any purposes other than 
that for which it was first collected, thus making it difficult for firms to 
innovate using data. Moreover, the GDPR’s broad requirements for 
obtaining express consent before collecting data from users serves as a 
general deterrent to organizing collecting and using data. If the United 
States were to adopt similar data protection legislation, these types of 
restriction will limit the ability of domestic companies developing or using 
AI to experiment with new functions that could improve their services. As a 
result, U.S. consumers and businesses will be slow to receive the benefits 
of the latest innovations in AI.176 

Acknowledging the impact of restrictive regulation should be just as 
important for antitrust regulators as it is for consumer protection 
regulators. Having a competitive marketplace in which firms have strong 
incentives to invest in AI is crucial to advancing development and adoption 
of the technology. However, overly zealous antitrust efforts can reduce 
these incentives, leading to decreased investment in AI.  

Developing and using AI effectively requires large amounts of data. 
However some commentators have begun to argue that competition policy 
should be extended to incorporate concerns about the collection and use 
of data beyond clear examples of anticompetitive behavior.177 Their 
argument is that the mere act of collecting large amounts of data, such as 
the personal data collected by social-networking platforms, search engines, 
and e-commerce sites, gives companies an unfair competitive advantage 
and that competition policy needs to incorporate this analysis.  
 
To date, U.S. regulators have not adopted this line of reasoning, nor should 
they. While it is true that data can be used in anticompetitive ways, 
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competition policy is capable of dealing with such abuses.178 In fact, when 
analyzing allegations of such behavior, it is often helpful to imagine 
whether agencies would object if the activity complained about involved 
some input of critical importance, such as machinery, other than data. This 
helps clarify whether the threat to competition is truly due to control of an 
important resource or to ungrounded fears about the uniqueness of data.  

The collection of large amounts of data does not by itself represent a threat 
to competition. Although use of data might in specific circumstances justify 
regulatory intervention, in most cases the acquisition and use of data does 
not reduce competition, and the existing legal framework, including 
traditional interpretations of existing statutes, gives competition regulators 
all the flexibility they need to protect markets. On the contrary, large 
amounts of data, including personal information, are increasingly a vital 
input for some of the most valuable applications of AI, such as  
medical diagnostics, digital assistants, language translation, and 
autonomous vehicles.  

Economists Anja Lambrecht and Catherine Tucker examined big data using 
a resource-based view of the firm, which holds that for a resource such as 
data to provide a company with a competitive advantage, it must be 
inimitable, rare, valuable, and non-substitutable.179 They conclude that: 

The unstable history of digital business offers little evidence 
that the mere possession of big data is a sufficient protection 
for an incumbent against a superior product offering. To 
build a sustainable competitive advantage, the focus of a 
digital strategy should therefore be on how to use digital 
technologies to provide value to customers in ways that were  
previously impossible.180 

While developing and using AI does indeed often require large amounts of 
data, the possession of such data does not necessarily constitute an unfair 
competitive advantage over new AI firms. Many industries have high start-
up costs. Few would argue that Ford and GM have an unfair advantage just 
because companies must first build an expensive factory before they sell a 
single car. Nor does amassing a large number of workers represent a 
barrier to competition, even though these same workers are not available 
to competitors. In contrast, collecting data can be relatively cheap, and the 
data remains available to others. 

Although barriers to entry are an element of antitrust analysis, these 
barriers can be less imposing than they look. Companies have often been 
able to overcome high upfront costs, provided they have a compelling 
business plan for eventually earning enough profits to deliver an 
appropriate risk-adjusted rate of return. An entire ecosystem of angel 
investors, incubators, and hedge funds exists to invest in promising young 



 
 

  
 

CENTER FOR DATA INNOVATION 47 

companies capable of growing rapidly. Although funding is often a 
challenge, the larger bottleneck remains a lack of innovative and  
workable ideas. 

Finally, it is important to recognize that different companies have different 
strategies and business models around data. For some companies their 
competitive advantage is the algorithm; for others, including some who are 
making their algorithms open source, it is the data. For the former case, 
IBM is training its cognitive computing system, Watson, to help analyze 
medical information, including the discovery of new drugs for immuno-
oncology.181 To do this, it needs lots of data. But the data would be much 
less valuable without Watson’s sophisticated artificial intelligence 
capabilities. Sometimes these algorithms are protected as intellectual 
property, but that does not prohibit competitors from trying to write better 
ones. And sometimes these algorithms are made public.182 For example, 
Google published the source code for its artificial intelligence engine, 
TensorFlow, to encourage others to find uses for it, and ways of improving 
it, which Google might not have considered.183 But even the best 
algorithms can be defeated by poor business strategy. As an example,  
one former executive attributes the fall of MySpace largely to poor  
business decisions.184  

As part of a national strategy: 
▪ Regulators should encourage adherence to the principle of 

algorithmic accountability. Importantly, policymakers need to 
recognize that the goal of algorithmic accountability is not to 
achieve perfect, error-free algorithms, but to minimize risk—just as 
vehicle safety standards do not require cars to be 100 percent 
safe, but only as safe as can reasonably be expected. The most 
important step is for regulators to formally recognize this 
framework for algorithmic accountability and integrate it into their 
oversight. This applies to both domain-specific and consumer-
protection regulators.  

▪ Congress should reject blanket mandates for algorithms, such as 
algorithmic transparency requirements, or the creation of new 
regulatory bodies focused only on regulating algorithms.  

▪ Congress and the administration should increase the technical 
expertise of regulators and policymakers. Regulators should foster 
relationships with communities of developers, academics, civil 
society groups, and private sector organizations invested in 
algorithmic decisionmaking to stay abreast of technical 
developments and concerns about algorithmic harms that could 
influence how algorithmic accountability is achieved or enforced. 
This requires ensuring regulators have the resources to hire staff 
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with the necessary technical expertise to scrutinize algorithms. 
Similarly, a national strategy should ensure that policymakers in 
Congress and the administration have access to the technical 
expertise necessary to understand the potential harms of AI and 
the implications regulations might have on national 
competitiveness. This could include expanding the roster of staffers 
in the White House Office of Science and Technology Policy or 
reviving the Office of Technology Assessment to provide technical 
expertise to Congressional offices.185  

▪ Congress and the administration should caution regulators against 
viewing the mere act of collecting or possessing large amounts of 
data, which is necessary for certain uses of AI, as potentially 
anticompetitive behavior.  

▪ Congress should reject overly stringent privacy legislation rules, 
such as broad opt-in requirement, purpose specification, data 
erasure, and data minimization, as well as other policies modeled 
on the EU’s General Data Protection regulation. 

▪ Congress and the administration should emphasize to 
policymakers and regulators that data is a crucial business input 
for the development of AI, and that companies should be 
encouraged to invest in collecting data, not punished for it. If 
policymakers are concerned that startups and small businesses 
cannot access the data necessary to develop AI and compete with 
larger firms, they should focus on making it easier to collect data 
and ensure data is readily available, as described earlier in this 
report, rather than penalize a company that has succeeded in 
doing so.  

Provide Workers with Better Tools to Manage AI-Driven Workforce 
Transitions 
Perhaps one of the biggest challenges to ubiquitous AI adoption is the 
growing opposition to AI based on the view that it is a job killer and will lead 
to high rates of unemployment. Many who hold this view believe the 
government should slow the deployment of AI. A 2017 Pew survey found 
that 72 percent of adults are worried about a future in which computers 
can perform many jobs done by humans, 76 percent believe economic 
inequality will grow worse if computers can perform these jobs, and 75 
percent do not believe the economy will create enough new, higher-paying 
jobs for humans should computers be able to perform these jobs.186 This 
anxiety has undoubtedly negatively colored Americans’ attitudes about 
policies governing the use of AI. Pew also found that 87 percent of 
Americans would support a law requiring a human to be in the driver seat 
of an autonomous vehicle to take over in an emergency, and should AI be 
able to perform most of the jobs done by humans today, 85 percent would 
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support laws limiting the use of automation to only jobs that are hazardous 
to human health or safety.187 Additionally, 58 percent would support 
establishing a national service program that would pay humans for tasks 
that machines could complete faster or for less money.188 Perceptions 
about this skills gap have already engendered support for policies that 
would be bad for innovation and growth, such as a universal basic income 
or a tax on automation equipment and software.  

This is not to imply no workers will be displaced and required to find new 
jobs. A number of studies have tried to estimate this impact, with perhaps 
the most widely cited among them, by Oxford’s Osborne and Frey, 
estimating 47 percent of U.S. jobs could be eliminated by technology over 
the next 20 years.189 But their study appears to significantly overstate the 
real number by including many jobs that have little chance of automation, 
such as fashion models, school bus drivers, and barbers.  

The OECD estimates around 15 percent of U.S. jobs will be lost to 
automation over the next 15 years. The Information Technology and 
Innovation Foundation (ITIF) estimates 20 percent of U.S. jobs are likely to 
be automated over the next 15 years.190 And the McKinsey Global Institute 
estimates the percent of jobs displaced by technology in the G7 to range 
from 20 percent of jobs in the United Kingdom to 26 percent of jobs  
in Japan.191 

One reason actual job-loss rates are unlikely to reach the higher-end 
estimates of nearly 50 percent or above is that automation affects jobs as 
a whole to a lesser extent than certain specific tasks that comprise those 
jobs. As McKinsey concludes, “Very few occupations will be automated in 
their entirety in the near or medium term. Rather, certain activities are 
more likely to be automated, requiring entire business processes to be 
transformed, and jobs performed by people to be redefined.”192 In other 
words, technology will lead to more jobs being redefined and opportunities 
created in order to add more value, rather than to outright job destruction.  

ITIF has written extensively on the impact of AI and automation on the labor 
market. For a detailed list of proposals to help ease labor-market 
transitions, see ITIF’s report, “How to Reform Worker-Training and 
Adjustment Policies for an Era of Technological Change.”193 

CONCLUSION 
Today’s global competition for advanced technology industries is unique. 
Not only is the competition fiercer than ever as many more nations are 
competing for the same emerging advanced technologies, including AI, but 
for the first time since before WWII, the United States faces a true global 
competitor for military preeminence, raising the stakes on the competition. 
In addition, AI is likely to be a key technology to spur productivity and 
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economic growth as well generate as a wide range of social benefits. These 
factors make the development of a proactive national AI strategy to 
support the development and adoption of the technology a necessity for 
the United States. The benefits of AI—to the competitiveness of firms in the 
United States, to economic growth, to government operations, and to social 
welfare—and the risks of falling behind are too vast for policymakers to 
either sit on the sidelines hoping private-sector action is enough, or to 
believe that the government’s main role should be shaping and 
constraining AI through regulation without concerning themselves with the 
challenges the private sector faces. It is time for a national AI development 
and adoption strategy.   
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